[bookmark: _Ref452454252]3GPP TSG RAN WG1 #101	R1-2005004
e-Meeting, May 25th – June 5th, 2020

Agenda item:		8.4.1
Source:	Moderator (China Telecom)
Title:	[101-e-NR-Cov-Enh] Email discussion on evaluation methodology and simulation assumptions for NR coverage enhancements
Document for:		Discussion and Decision
[bookmark: OLE_LINK5][bookmark: OLE_LINK8]Introduction
In RAN #86 meeting, a new Rel-17 study item on NR coverage enhancements was approved [1]. The objective of this study item is to study potential coverage enhancement solutions for specific scenarios for both FR1 and FR2. The detailed objectives are as follows.
· The target scenarios and services include
· Urban (outdoor gNB serving indoor UEs) scenario, and rural scenario (including extreme long distance rural scenario) for FR1
· Indoor scenario (indoor gNB serving indoor UEs), and urban/suburban scenario (including outdoor gNB serving outdoor UEs and outdoor gNB serving indoor UEs) for FR2.
· TDD and FDD for FR1.
· VoIP and eMBB service for FR1.
· eMBB service as first priority and VoIP as second priority for FR2.
· LPWA services and scenarios are not included.
· Identify baseline coverage performance for both DL and UL for the above scenarios and services based on link-level simulation
· UL channels (including PUSCH and PUCCH) are prioritized for FR1.
· Both DL and UL channels for FR2.
· Identify the performance target for coverage enhancement, and study the potential solutions for coverage enhancements for the above scenarios and services
· The target channels include at least PUSCH/PUCCH 
· Study enhanced solutions, e.g., time domain/frequency domain/DM-RS enhancement (including DM-RS-less transmissions)
· Study the additional enhanced solutions for FR2 if any
· Evaluate the performance of the potential solutions based on link level simulation.
This contribution summarizes the email discussion on evaluation methodology and simulation assumptions for NR coverage enhancements.
Discussion
[bookmark: _Toc28269461]2.1 FR1
2.1.1 Target data rates for FR1
(1) eMBB
Based on SID, the target data rates for FR1 were identified:
· Urban scenario: DL 10Mbps, UL 1Mbps
· Rural scenario: DL 1Mbps, UL 100kbps
Proposal: 
· Adopt the following target data rates for eMBB performance evaluation for FR1.
· Urban scenario: DL 10Mbps, UL 1Mbps
· Rural scenario: DL 1Mbps, UL 100kbps
Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	ZTE
	Support the proposal.

	Nokia/NSB
	Support the proposal.

	Nomor Research GmbH
	Nomor supports the proposal.
Target data rate values for eMBB are comprehensively discussed during the process of the SID.

	Intel
	Support the proposal.

	Ericsson
	For 700 MHz DL, both 1 and 2 Mbps, with 2 Mbps to stress coverage a bit more and was used in the NR study.
For 700 MHz UL, suggest both 30 kbps and 100 kbps, in order to consider more extreme coverage situations and to reflect VoNR.
For 4GHz, 10 Mbps is fine for DL, 1 Mbps is also fine for UL
Regarding the scenarios, we think the following should be defined:
· 700 MHz: Rural (7km ISD), LMLC (6km ISD), Extreme Long Range (173 km ISD)
· 4 GHz: Rural (1732m, 3km ISD), Urban Macro (500m, 700m ISD)
We are open to discussing scenarios at 2 GHz, although we do not expect the bottleneck channels to be different than the ones we identify at 700 MHz and/or 4 GHz.
Please find our proposals for the scenarios in Appendix A4.1

	Sierra Wireless
	Support the proposal.

	NTT DOCOMO
	Support the proposal.

	CATT
	Support

	InterDigital
	Support the proposed values

	Qualcomm 
	Support the proposal

	Panasonic
	Support the proposal.

	Samsung
	Support the proposal

	CMCC
	Support the proposal

	Apple
	Support the proposal.

	Sharp
	Support the proposal.

	China Telecom
	Support the proposal.

	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Support this proposal. Our key requirement is to identify the maximum cell radius achieved by the standard. We are also OK to consider cases where approximately 30Kbps may be supported in extreme long-range cases and see that the system is functional. 

	vivo
	Support the proposal.

	Sony
	Support the proposal.
These are the values from the SID, so we are OK with them. We note that the UL data rate is about 4 times larger than that studied for some scenarios in the IMT-2020 self-eval, so the baseline coverage of PUSCH will be even more challenging than in the IMT-2020 self-eval.

	Verizon
	Support the proposal.

	Charter Communications
	Support the proposal with any other data rates as optional.

	Huawei, HiSilicon
	Support the proposal.

	OPPO
	Support the proposal on data rates.



(2) VoIP
Proposal: 
· Down select the following options for the codec of VoIP:
· Option 1: AMR 12.2 kbps
· Option 2: EVS 13.2 kbps
Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	ZTE
	Our preference is TBS of 320 bits with 20 ms data arriving interval based on Option 1.

	Nokia/NSB
	According to GSMA VoLTE profile, The UE must support AMR wideband codec as described in TS 26.114. Therein, AMR-WB is defined as a mandatory codec, and even MTSI clients in constrained terminals shall support it. In our view, it seems reasonable to determine the reference value for the VoIP packet size to be used in this study according to the specification of the AMR-WB. We propose to consider the AMR-WB 12.65 (kbit/s) codec instead of AMR 12.2 kpbs as Option 1, i.e., a reasonable ‘legacy’ choice which offers a better sound quality than the traditional narrowband codec. Alternatively, we would propose to add it as Option 3 for now.
This results in TBS of 352 bits with 20 ms data arriving interval.

	Nomor Research GmbH
	Nomor supports the usage of option 1 with AMR, although we are also open to option 2.

	Intel
	Slightly prefer Option 1.

	Ericsson
	We do not have a strong view on the codec data rate itself.  
Our understanding is that VoNR coverage is more likely to be limited by the SIP invite, which is on the order of 2kB as commented by Softbank in R1-2003464.  So we would suggest further discussion of what data rates should be used considering the SIP invite.

	Sierra Wireless
	Both options acceptable-slight preference for option 1. 

	NTT DOCOMO
	We prefer Option 1, and also we are open to Option2.

	CATT
	Option 1. As mentioned by ZTE, we should identify the TBS instead of only determining the data rate. As we mentioned in our contribution, 12.2kbps may lead to different understandings depends on how companies handle the headers. We are fine to use 320 bits as the starting point.

	InterDigital
	Option 1, to be aligned with TR 36.824. The corresponding TBS should be agreed for better alignment in evaluation. Similar to the proposal presented by ZTE, the arriving interval needs to be defined and our proposed value is 20ms.

	SoftBank
	Our preference is Option 2, but OK with Option 1 if majority of companies prefers Option 1. 
As commented by Ericsson (and our contribution), we want to look at SIP invite issue when we identify the bottleneck for PUSCH. 

	Qualcomm
	We prefer Option 2. EVS is the latest codec and has several enhancements over AMR. It is most likely to be widely used to supportVoNR services. Support for AMR through a legacy mode is supported within EVS.

	Samsung
	Although we prefer Option 1, we also want to focus on the determination of TBS size instead of the data rate. We prefer to determine TBS of 304 bits with 20ms data arriving interval as the starting point. 

	CMCC
	We prefer Option 2. After reading Softbank’s contribution R1-2003464, we also think that we should further consider the SIP invite, it seems the SIP invite is more likely the limited factor for VoIP.

	Apple
	We prefer option1, and we are open to option2.

	China Telecom
	We support option 1 with AMR 12.2 kbps, also we are open to option 2. We share the same view with Samsung that TBS of 304 bits with 20ms data arriving interval is assumed.

	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	We are supportive of either Option 1 or 2. However, we would like to whether we can consider other lower AMR codec rates apart from these two options. 

	vivo
	We prefer option 1, i.e. TBS=320 bits with 20ms arrival interval in simulation.

	Sony
	We don’t have a strong preference between option 1 and option 2 (slightly prefer the latest codec (EVS)). From the RAN1 perspective, we should focus on the TBS and inter-arrival time. From the discussion above, TBS = 320 bits, interarrival time = 20ms seems like a reasonable compromise. We also agree that it would be useful to consider the SIP invite message.

	Verizon
	Of the 2 options, we prefer option 2. Same reason as QC’s comment.
We think optimization, e.g., TTI-B and MAC mux and segmentation plays a big part of it. Delay budget is also important. Eventually it is MoS or Polka score that matters.
But, like Ericsson said, in releality it is usually the SIP invite that decides the “coverage” when bearly audible quality is acceptable (below 3.0)

	Charter Communications
	Fine with ZTE suggestion of translating Option 1 to a TBS of 320 bits and arrival rate of 20 ms. 

	Huawei, HiSilicon
	In addition to codec rate, it should clarify that TBS=320 bits with 20ms arrival interval in simulation.
Agree with Softbank, Ericsson and Verizon that similar TBS assumption for SIP invite should also be decided.

	OPPO
	We are ok for option 1 for the data Rate of VoIP.



2.1.2 Evaluation methodology
Based on the companies’ input for the evaluation methodology, there are three options summarized below.
· Option 1: Based on link-level simulation
· Step 1: Obtain the required SINR for the given target data rate.
· Step 2: Obtain the baseline performance based on required SINR and link budget template.
· Step 3: Obtain the target performance based on the target performance metric.
Support: China Telecom, Huawei, HiSilicon, CATT, vivo, LG, Intel, Sierra Wireless, MTK, Samsung, Nokia, Nokia Shanghai Bell, Panasonic, Lenovo, xiaomi, Sony, OPPO, Sharp, CMCC, Softbank, Charter, Apple, InterDigital, NTT DOCOMO, Qualcomm (25 companies) 
· Option 2: Based on link- level and system-level simulation
· Step 1: Obtain the required SINR for the given target data rate based on link-level simulation.
· Step 2: Obtain the target performance based on system-level simulation (i.e. the 5th percentile downlink or uplink SINR value in CDF curve).
Support: Ericsson, ZTE (2 companies)
· Option 3: Based on system-level simulation for rural with long distance
Support: Nomor

Based on the majority’s views, we have the following proposal:
Proposal: 
· Use the evaluation methodology based on link-level simulation for FR1.
· Step 1: Obtain the required SINR for the given target data rate.
· Step 2: Obtain the baseline performance based on required SINR and link budget template.
· Step 3: Obtain the target performance based on the target performance metric.

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	ZTE
	As for the methodology based on link budget, we are generally fine to adopt it as a benchmark for its simplicity. As for step 1, the target data rate is mainly for physical shared channels. So, it should be more accurate to say ‘Obtain the required SINR for the given target data rate the target physical channels under target scenarios and services’
But, SLS based method should be also considered due to the inaccuracy of link budget based method. For instance, ideal maximum beamforming gain is assumed in the link budget in ITU self-evaluation while it is not realistic since main lobe of the beam would be most possible not right against the UE. Especially for physical channels during initial access, the beam forming gain could be much lower due to the wide SSB beams.There are also other parameters may need more careful consideration, like interference density which cannot easily modeled in the link budget. In addition, shadow fading margin and penetration margin follow log-nominal distribution, and the margins are derived by the distribution at a target cell area reliability (e.g., 90% for physical shared channels). But the final SINR of a cell edge UE is a result of all influencing factors at the time. A UE with lower SNR doesn’t mean it will experience a bad shadow fading or a bad penetration loss. 
So, we suggest Option 2 (Based on link- level and system-level simulation) is considered as an optional method. We may no need to align the assumptions for SLS. But, it seems also no need to preclude this method, and interesting companies can report their simulation assumptions and corresponding results. 

	Nokia/NSB
	Support the proposal, if Step 1 is rephrased as “Obtain the required SINR for the target physical channel under target scenarios and services”.

	Nomor Research GmbH
	Nomor supports option 2. 
In the link-level simulation, the users’ geometry distribution and network’s layout cannot be characterized, which would have impacts on issues such as beamforming gain and interference strength, as concerns are also raised on GTW1. System-level simulation is a tool that is useful for performance evaluation from a network perspective. In addition, for performance evaluation of specific solutions which are proposed by several companies to enhance coverage, system-level simulations are required. Link-level simulations are not solely enough to test the performance of those coverage enhancement methods. Therefore, we believe that eventually the need for system-level simulations will occur. System-level simulation considerations are already provided by Huawei, Ericsson, ZTE, IITH, CeWiT, IITM, Reliance Jio and Tejas Networks.
On the other hand, the approach that we have mostly used in our contribution [26] is not a full-scale system-level simulation for the baseline performance analysis, instead a similar one to the Option 2. We use system-level simulations to obtain SNR samples, and then convert those samples to throughput samples and look at the 5th percentile of CDF curve. That way, we can assess the performance of the system using the target throughput values defined in SID, i.e. 1Mbps DL and 100kbps UL throughput, for Rural scenario with long distance[1].
Nomor believes that system-level simulations should also be used to assess the coverage performance for FR1, along with link-level simulations, as the evaluation methodology to have better understanding of the system behaviour under different assumptions.

	Intel
	Given that coverage enhancement is mainly targeted for cell edge UE, which is typically noise limited scenario, we do not really see the need to conduct system level simulation for coverage enhancement study. This is also clearly described in the SID as “Identify baseline coverage performance for both DL and UL for the above scenarios and services based on link-level simulation”. 
We acknowledge that in some scenarios, system level simulation may provide realistic results for coverage analysis. However, given the limited time for coverage enhancement SI, e.g., to align the system level simulation assumptions, etc, it would be more appropriate to mainly focus on the link level simulation for coverage analysis. 
Based on the above, we suggest to focus on Option 1 for baseline coverage performance study. 

	Ericsson
	We have similar views as ZTE.
We can also agree to use a link budget based approach, but believe it is essential that antenna gain and interference numbers are accurate, since the use of advanced antenna systems is so crucial to NR, and factors like downtilt and realistic antenna patterns in general must be taken into account.  Defining the scenario properly will allow these numbers to be derived.
We similarly see no downside to defining system simulations, as these can only strengthen the outcome of the study.  We will anyway identify the majority (if not all) of the parameters needed for the proposed link methodologies here, and as ZTE points out we may not need to align the SLS assumptions.  Also, it is by no means clear how we determine the antenna gains and interference margins without some analysis of system level behaviour.
Therefore we propose that both link and system level simulations can be reported.
Regarding the proposal, in the second step we have determined the maximum supported loss as quantified by hardware link budget, MCL, available path loss, etc.  Isn’t this sufficient to compare channels and identify bottlenecks?  If absolute targets are agreed for the study, the performance can be compared against the target, but that is not an evaluation of the performance.
So we would propose to remove Step 3 from evaluations.

	Sierra Wireless
	As Intel points out, LLS is mentioned in the SID so for FR1, we support the FL proposal for option 1 with Nokia’s rewording slightly reworded:
   “Obtain the required SINR for the target physical channels under target scenarios and services”.
I assume the agreed “target scenarios and services” is done before step 1 then. 

	NTT DOCOMO
	We support the proposal.

	CATT
	Support the proposal. Agree with ZTE that the current wording can be more accurate, e.g. ‘Step 1: Obtain the required SINR for the given target data rate target physical channels’ to cover the potential channels does not require data rate.
Regarding to the comments on the SLS, we have the following comments:
· First of all, the link level simulation is used for identifying the baseline coverage performance has been agreed in the SID, we really don’t think we need to re-open the discussion here.
· Secondly, as proposed by several companies, SLS may be more friendly to reflect certain aspects in the real world, e.g. beamforming gain. However, it should be also noted that the SLS and LLS are totally different evaluation mechanism, i.e. SLS considers much more factor from the system perspective and LLS only considers how a single link works. For example, SLS will consider the interference and traffic load whilst LLS won’t. I am not sure how the SLS+LLS can access the coverage in a more accurate way. On the other hand, the LLS-based evaluation methodology has been verified in ITU and should be sufficient for coverage evaluation.
· Last but not least, we have strong concerns on the work load if SLS is also considered. 

	SoftBank
	We are fine with the proposal, and open for additional (optional) system level simulation if time permits. 

	Qualcomm
	We agree with the proposal but suggest some amendments:
Suggest that Step 1 be amended to reflect reliability requirements for control/non-data channels. Echoing Nokia/NSB, we propose the following amendment “Obtain the required SINR for the target physical channel under target scenarios and service/reliability requirements.”
Step 3 as currently worded is a little vague. Suggest amending this to “Identify coverage bottlenecks based on target performance metric”

	Panasonic
	We have similar view as ZTE on the potential need for SLS. The main needs for the system level simulation would be following.
1) Advanced antenna gain. Common channels which are sent broadcast manner, but dedicated channels are sent dedicated manner. Then, the lack of the coverage is more emphasized to common channels. How much antenna gain is obtained by the system level can be taken into account to link calculation if necessary.
2) Interference handling. How interference is modeled by the system level can also be taken into account link calculation if interference limited operation is considered or the increase of the resource usage needs to be evaluated. On the other hand, evaluation for the purpose of identifying which channel is the coverage limitation mainly noise limited condition, as far as certain interference + noise is added, there might be no specific difference.
We think Option 1 can be baseline, but Option 2 can also be considered optionally.

	Samsung
	System-level evaluation is not needed, and for the purpose of this study link budget calculation can provide the necessary information to assess if a channel needs coverage improvement considering the performance target. Although both link level and system level simulations may provide the various observations and conclusions for coverage enhancement SI, it is expected that the significant additional burden for evaluation and convergence will not bring different insights of what learned by the link evaluation. As stated in the SID (RP-193240) the scope is to “Identify baseline coverage performance for both DL and UL for the above scenarios and services based on link-level simulation”. Especially, considering the time budget for coverage enhancement SI and the restrictions of the e-meetings, it is already challenging to conclude even if we only focus on the link level simulation to identify the baseline coverage performance. Therefore, we prefer to only focus on the link level simulation to identify baseline coverage performance. 
Therefore, we support option 1 for evaluation methodology. 
We agree that the antenna gains should be carefully discussed and taken into consideration in the link budget evaluation. Also we need to further discuss the performance targets as several companies pointed out.

	CMCC
	We support both link-level (baseline) and system-level (optional) simulation can be considered. For link-level simulation, it is simple and can be easily applied to any physical channels, it is also easy to align the parameters and values among companies and this is especially benefit for drawing a conclusion based on the simulation results from a lot of companies, so we think link-level simulation can be used as a baseline tool. However, we have to admit there are a lot of disadvantages for link-level simulation and it cannot truly reflect the network performance in some scenarios considering the modeling of antenna pattern, downtilt, shadow fading, interference margin, etc. Sometimes it will provide a too optimistic result and sometimes it will provide a too pessimistic result. System-level simulation is more advantage in these aspects, but it is very hard to align the evaluation methodology and assumptions among companies, and also not so many companies can provide the system-level simulation results. Base on the above, we think system-level simulation should also be considered, but it could be an optional tool, and we also do not need to align the parameters and methodologies for system-level simulation. Companies can provide link-level or system-level simulation results.
From operator’s point of view, we would like to see some companies to provide some system-level simulation result. This would be helpful for us to further understand the performance and solutions.

	Apple
	We support this proposal, i.e., Option 1. As indicated by many companies, LLS was agreed to be used for evaluation in the SID. At least the option1 should be the baseline, to be fair, option 2 can be optional. 

	Sharp
	We support the proposal.

	InterDigital
	We support the proposal and we are open to discussion about the details each step in the proposal.

	China Telecom
	Support the above proposal, we are open to modify the descriptions of the proposal, “Obtain the required SINR for the target physical channel under target scenarios and services” would be OK.

	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	We support a joint link and system level simulations-based evaluation. The value of system level simulations is quite high and cannot be discounted. The link simulations do not reveal all the aspects of this problem.

	vivo
	Agree with moderator’s proposal. As it is specifically mentioned in SID, the bottle neck of the coverage should be evaluated through link level simulation.

	Sony
	We basically support the proposal.
An LLS provides more clarity in terms of coverage than an SLS, the work load is less and it is the methodology described in the SID. Some more detailed comments are:
Agree with ZTE’s amendment to the wording for step 1.
Agree with Ericsson that we can drop step 3
Variation of beam pattern for different channels can be accounted for with an “off axis beam pattern loss” in the link budget. The on-axis beamforming gain is basically already a term in the IMT-2020 link budget. 
Interference: we expect noise-limited at the edge of coverage, so the ability of an SLS to model interference should not be significant to the outcome of the study.

	Verizon
	We think Ericsson and ZTE’s view is the best but considing the work load, we support CMCC’s view. Link level can be the main effort but the parameter assumptions should be justified by SLS. We found some link level assumptions, including some made in IMT-2020, highly subjective or even aribuary, especially in dynamic mimo environement. 

	Charter Communications
	Support the proposal of Option 1. System-level simulations will be of limited value in noise-limited scenarios such as extreme long range. Link-level simulations are also the best tool to promptly evaluate and compare different CE proposals in an ‘apples-to-apples’ sense. 

	Huawei, HiSilicon
	Agree with proposal, which is only valid option according to the SID
· Identify baseline coverage performance for both DL and UL for the above scenarios and services based on link-level simulation
For system-level simulation, performance evaluation is highly related to traffic load, and scheduling strategies that are not targeted in this study for enhancement but complicate result comparisons. Additionally, some key factors are hard to be modelled in a system simulation, e.g. channel estimation, HARQ mechanisms, demodulation algorithms (such as iterative demodulation, iterative channel estimation), etc. In this study item, one of the evaluation focuses is the throughput enhancement of the cell edge UE powered by some new solutions. It is also hard to be modelled in a system simulation because one new solution, e.g. slot repetition, usually has to be applied to all UEs in the cell instead of only cell edge UEs, resulting less accurate evaluation results. 
On the contrary, link-level simulation is viewed as a reliable reference for performance evaluation because many key system parameters are taken into account in link-level simulations, such as antenna array gain, shadow fading margin, penetration margin, frame structure, noise and interference and so on.
Link-level simulations view the interference as a noise or interference model to evaluate the demodulation performance of the cell edge UE. And link budget is based on the demodulation performance. Traditionally link budget is proven as an effective tool for coverage assessment. So here we prefer link level simulation and the link budget as the tool for coverage assessment. 
OK to rephrase Step1 with “Obtain the required SINR for the target physical channel under target scenarios and services”  

	OPPO
	Agree with the link level methodologies. If we consider SLS level, the calibration have to be done, otherwise it make even harder for conclude on the potential bottleneck chancel. 



2.1.3 Simulation assumptions for obtaining the required SINR
Companies are encouraged to provide views on the common simulation assumptions for PUSCH and PUCCH in the following table. 
	Parameters and descriptions
	Companies
	Comments

	Number of receive antenna elements for BS:
· Urban: 192 antenna elements,
(M,N,P,Mg,Ng) = (12,8,2,1,1)
· Rural: 64 antenna elements, 
(M,N,P,Mg,Ng) = (8,4,2,1,1)
Number of receive TxRUs for BS:
· Option 1: 2 (The same value in IMT-2020)
· Option 2: 4
· Option 3: 8
	ZTE
	In our view, a lower number of antenna elements can be assumed for 700 MHz, e.g., 16 antenna elements. As for the TxRUs in urban scenario, we think 64 TxRUs, which is widely deployed in real network, should be also considered. 
Overall, to alleviate the simulation burden, it may be better to discuss antenna configuration and carrier frequency together. So, our preference is: 
· Urban at 4GHz: 
· 192 antenna elements, (M,N,P,Mg,Ng) = (12,8,2,1,1); 
· 4 or 8 or 64 TxRUs 
· Rural: 
· For 700 MHz: 16 antenna elements with  (M,N,P,Mg,Ng) = (8,1,2,1,1) for rural and rural with long distance; 2 TxRUs.
· For other carrier frequencies in FR1: 64 antenna elements with (M,N,P,Mg,Ng) = (8,4,2,1,1) for rural and rural with long distance. 2 or 4 TxRUs.

	
	Nokia/NSB
	Antenna elements: Support the proposal for number of receive antenna elements for BS. Open to consider other values for rural scenarios.
TxRUs: Option 1. Open to discuss other options as well, but IMT-2020 value is indeed preferred.

	
	Nomor Research GmbH
	Antenna Elements: 
Nomor supports the number of antenna elements proposed on BS for rural and rural with long distance scenarios. 
The proposal corresponds to our simulation assumption on the rural with long distance scenario, and also to the one we have used in IMT-2020 evaluation studies for rural scenario.
Nomor does not have objections for the proposal of urban scenario.
TxRUs:
Nomor supports option 3.
We have already used 4TxRUs per polarization in our IMT-2020 evaluation, where we have 4 columns of antenna elements per polarization in our system-level simulations. This is also the assumption we have used in [26]. Therefore, Nomor supports the idea that 8TxRUs (Mp,Np) = (1,4) should be used for the rural and rural with long distance scenarios. This is also mentioned as the baseline assumption in IMT-2020 evaluation process by some other companies in GTW1.
In the urban scenario with the BS antenna configuration proposed above, there should clearly be sub-array partitioning in vertical domain, i.e. Mp>1, due to the flatness of a beam generated by a column of 12 antenna elements and the wide variety of elevation angles under which the BS can see the UEs. Hence, here too, in our opinion there should be at least 8TxRUs, e.g. (Mp,Np)=(2,2) or even 16 TxRUs (Mp,Np)=(2,4).

	
	Intel
	For number of receiver antenna elements for BS, we prefer a smaller number of antenna elements. In particular,
i. For 700MHz carrier frequency, 16 antenna elements
ii. For 4GHz carrier frequency, 64 antenna elements. We are open for > 64 antenna elements, e.g., 128.
For number of receive TxRU for BS, we prefer option 1.

	
	Ericsson
	For 700 MHz: 16 antenna elements with (M,N,P,Mg,Ng) = (8,1,2,1,1) or (8,2,2,1,1) 2 or 4 TxRUs; (4x1 virtualization).
For 4 GHz: 128 antenna elements with (M,N,P,Mg,Ng) = (8,8,2,1,1)  32 TxRUs, (4x1 virtualization)
See details in Appendix A4.1

	
	Sierra Wireless
	For 700MHz - 16 antenna elements
For 4GHz - open for >= 128 antenna elements
TxRUs: not a strong view.

	
	NTT DOCOMO
	Number of antenna element
In our understanding, number of antenna elements is for the link budget, not for the LLS. We are open for the number, on the other hand, we think we don’t have to define the number if MCL approach is selected.
Number of receive TxRUs for BS 
We prefer Option 2 (4), since UE shall have more than 4 Rx ports, so that 4 TxRUs may be sufficient for the 4x4 MIMO transmission.

	
	CATT
	The array gain has been addressed in the link budget template. In the LLS, what we really care is the number of antenna port.  I am not sure why do we need to consider the configuration of antenna elements in LLS assumptions? We think it should it should have the same assumption as number of receive TxRUs for BS, i.e. the physical antenna configuration is aligned with the antenna port, and the antenna configuration for gNB should be 2Tx/2Rx.
If the intention is that the configuration provided here is only used in the link budget template, we support it. Accordingly, we don’t need to capture the antenna array configuration here.

	
	InterDigital
	We would like to clarify how the parameters defined here translate to the number of antennas at BS in the link level simulation. For example, does p=2 correspond to 2 antennas at BS? We proposed “2” for the number of RX antennas at BS in our contribution.

	
	China Telecom
	Support the number of receive antenna elements for BS.
Number of receive TxRUs for BS: Support option 1. Open to discuss other values as well, but IMT-2020 value is indeed preferred.

	
	SoftBank 
	Number of antenna element
Same view as DOCOMO. 

	
	Qualcomm
	We propose an alternate option on the number of antenna elements: 64 antenna elements for urban and 4 antenna elements for rural.
The number of antenna elements should be a function of the carrier frequency. For the 700 MHz band, we think a gNB may have no more than 4 antennas. For a gNB operating close to 4 GHz, the gNB may have anywhere from 64 to 512 antenna elements. 
We propose Option 4 for number of TXRUs: 64 TXRUs for urban and 4 TXRUs for rural.
The number of receive TXRUs should a function of the carrier frequency. For the 700 MHz bands, a gNB can have up to 4 TXRUs, while for bands close to 4 GHz, the gNB typically has 32-64 TXRUs.

	
	Panasonic
	Number of antenna element
We share the same view with DOCOMO.
Number of receive TxRUs for BS
Open to discuss either option.

	
	Samsung
	Support the proposal for antenna elements.
For TxRUs, we support Option 1 assumed in IMT-2020.

	
	CMCC
	We think the number of antenna elements and TxRUs should be determined together the carrier frequencies.
· Urban at 4GHz or 2.6GHz: 192 antenna elements, 64TxRUs
(M,N,P,Mg,Ng) = (12,8,2,1,1)
· Rural at 4GHz or 2.6GHz: 64 antenna elements, 8TxRUs
(M,N,P,Mg,Ng) = (8,4,2,1,1)
· Rural at 700MHz: 32 antenna elements, 4TxRUs
(M,N,P,Mg,Ng) = (8,2,2,1,1)

	
	Apple
	For 700MHz: 16 antenna elements
For 4GHz: 64 antenna elements
TxRUs: Option 1

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	For 4 GHz: We are OK with Ericsson proposal.
For 700 MHz, we are OK with Ericsson proposal, or 4 TxRUs with an agreed radiation pattern.

	
	Sharp
	For 700MHz: less than 64.
For 4GHz: support the proposal.
TxRUs: Option 1.

	
	vivo
	We support assumptions for antenna configuration.
As for the number of TxRUs, option 1 is preferred.

	
	Sony
	Agree with other companies that the number of TXRU is more important than the number of antenna elements for the LLS (the number of antenna elements just leads to a array gain for the link budget). Prefer option 1 (2 receive TXRU): this has a benefit of aiding comparison with the IMT-2020 link budget.

	
	Verizon
	TXRU: 32 and 4.
Antenna elements: 128/64 for 4G, 16 and 4 for 700M. 

	
	Charter
	For 700MHz: 16 antenna elements
For 4GHz: 64 antenna elements
TxRUs: Option 1
Our understanding is that these values relate to the link budget array gain as well as CDL/TDL channel modelling.

	
	Huawei,
HiSilicon
	Number of antenna elements: Support the proposal for number of receive antenna elements for BS
following the ITU configurations for link budget 64 antenna elements for 700MHz can be used.
Number of TxRUs: Option1

	
	OPPO
	The proposal is acceptable. And Number of TxRUs: Option1
But, if we want to simplify, we are also Ok
For 700MHz: 16 antenna elements
For above 2GHz: 64 antenna elements, (8,4,2,1,1)
Drive TxRU

	Delay spread
· urban: TBD
· rural: TBD
· rural with long distance: TBD
	ZTE
	Our preference is:
· urban: 300ns
· rural: 300ns
· rural with long distance: 30ns

	
	Nokia/NSB
	Rural FDD/TDD: 
· NLOS: TDL-C 37ns
· LOS: TDL-E 32 ns
Urban TDD:
· NLOS: TDL-C 363ns
LOS: TDL-E 93 ns

	
	Intel
	We assume delay spread of 100ns. But we are open to consider 300ns in the simulations. 

	
	Ericsson
	If only one delay spread is defined for link level simulations, we prefer 100ns.  If we have two delay spreads defined for LLS, then we would like 30ns & 300ns. 

	
	NTT DOCOMO
	Our preference is as follows.
Urban : 240 ns
Rural : 363 ns

	
	CATT
	The same calculation mechanism used in ITU could be employed here. 
Rural FDD/TDD
· TDL-C, 37ns for NLOS O2O
· TDL-C, 34ns for NLOS O2I
Urban TDD:
· TDL-C, 240ns for NLOS O2I
Rural with long distance:
TDL-D, 300ns

	
	InterDigital
	We propose to use TDL-C with DS 616ns and 153ns for urban and rural, respectively.

	
	China Telecom
	We prefer to use only 300ns for link-level simulations. And open to consider other values for rural scenario.

	
	Qualcomm
	Proposed values: 
Rural: 37 ns
Urban: 363 ns
For delay spreads we use Table B.2.1-1 in TR 37.910. Non-LoS channel models are used as they pose a more challenging environment compared to LoS channels. 

	
	Panasonic
	Our preference is:
- Urban: 240 ns
- Rural: 363 ns

	
	Samsung
	Our preference is delay spread of 300ns.

	
	CMCC
	urban: 300 ns
rural: 30ns
rural with long distance: 30ns

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	We support Ericsson proposal. Like usually done in RAN1, prefer to perform analysis for 30ns, 100ns and 300ns.

	
	Apple
	Our preference is 300ns delay spread

	
	vivo
	300ns delay spread can be considered

	
	Sony
	We don’t have a strong view, but are OK with a delay spread of 300ns for all scenarios.

	
	Charter
	Fine with a single, worst-case delay spread of 300 ns.

	
	Huawei, HiSilicon 
	Urban, rural and rural with long distance with 300ns delay spread [table 7.7.3-1, 38]; 

	
	OPPO
	300 ns for all scenarios.

	Latency requirements for voice:
· Option 1: 50ms
· Option 2: 100ms
· Option 3: Other values
	ZTE
	Option 3 with 20 ms. 

	
	Nokia/NSB
	Option 1 should be considered as baseline for evaluation. Relaxed latency requirements, e.g., 100 ms, may be considered if evaluation results show coverage limitation with 50ms latency.

	
	Nomor Research GmbH
	Nomor supports option 2.
Our suggestion is to stick to the regular packet delay budget for 5QI = 1, which is 100ms for conversational voice. Therefore, latency requirement for voice supported to be defined as 100ms one way, including at the rural scenario with long distance.

	
	Intel
	Option 1.

	
	Ericsson
	T.B.D.

	
	Sierra Wireless
	Option 2 is preferred as it would support higher coverage. But can accept Option 1.

	
	CATT
	We are flexible on the value. The key issue is to there should be a value acceptable to all, and more importantly, how should we simulate the latency in LLS?

	
	InterDigital
	Option 1, following TR 36.824

	
	China Telecom
	Support Option 2.

	
	SoftBank
	We support the comment by Nokia (i.e. Option 1 for baseline)

	
	Qualcomm 
	We propose Option 3: 20 ms.
Although a total latency (mouth-to-ear delay) of up to 150 ms is considered tolerable for voice services, this delay budget is split across upper and lower layers and is not directly applicable to this evaluation. We prefer to assume that a new voice packet is generated every 20 ms and that this packet is to be delivered to the receiver within a 20 ms window.

	
	Samsung
	We support Option 1.

	
	CMCC
	Option 1 as baseline.

	
	Apple
	Option1.

	
	vivo
	

	
	Sony
	Support comment from Nokia. We should clarify whether the latency can be greater than the interarrival time or not.

	
	Verizon
	It is not always like a packet is dropped after 50ms or 100ms. I think we should think a little more about this. But if we have to choose, 100ms. 50ms is too short for coverage situation.

	
	Charter
	Option 1, a similar value has been used in LAA/NR-U evaluations.

	
	Huawei, HiSilicon
	The voice service generates one packet every 20ms, and the physical layer can transmit this packet as soon as possible with repetitions and retransmissions, and 100ms can be a start point for the evaluation, e.g. the packet will be dropped after 100ms. 

	
	OPPO
	50 ms for end to end.

	Number of PRBs for control channel:
· Option 1: 1 PRB.
· Option 2: Other values.  
	ZTE
	Option 1 is preferred. 

	
	Nokia/NSB
	Option 2. In our view the occupied channel bandwidth in case for format 3, especially for 22 bits UCI payload, could be increased to 2 PRBs.

	
	Nomor Research GmbH
	Nomor supports option 1.

	
	Intel
	We assume this is for PUCCH format 3. The PRB size depends on the UCI payload size and number of symbols for PUCCH. If the UCI payload size is ~20bits and 14 symbols are assumed, 1 PRB is sufficient. 
Option 1 is preferred, but we need to clarify the number of symbols for PUCCH in the simulation.  

	
	Ericsson
	1 PRB is fine for PUCCH; see other channels in Appendix A4.1

	
	NTT DOCOMO
	We support Option 2. Each companies can decide the values for their simulation, based on their assumption, e.g. UCI payload size.

	
	CATT
	Option 1

	
	Qualcomm
	We support option 1.

	
	Panasonic
	It depends on which PUCCH format is used. We think at least PUCCH format 1 should be evaluated. If PUCCH format 3 is evaluated, the number of PRBs is based on UCI payload size.

	
	Samsung
	We support Option 1. 

	
	CMCC
	We tend to agree to try to align the values, e.g., Option 1 with 1PRB for ~20bits payload size.

	
	Apple
	Option 1 is preferred.

	
	China Telecom
	Support Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORK
	Option 1

	
	Sharp
	Option 1

	
	vivo
	1 PRB can be considered for both PF1 and PF3.

	
	Sony
	We support option 1. Companies can also consider mapping to more than 1 PRB if that improves coverage.

	
	Verizon
	We don’t specify this in practice. One or two PRBs is really an optimization choice, that need to be considered with other factors, e.g., channel estimation, FH, size… it is a secondary factor for link budget not the primary factor if normalized with SINR. But if for study reason we have to mandate one, we have no strong perference.

	
	Charter
	Option 1. It is doubtful a coverage-limited UE will use more than 1 PRB.

	
	Huawei, HiSilicon
	Support Option1

	
	OPPO
	Option 1

	PRBs/TBS/MCS for data channel:
Number of PRBs:
· Option 1: 30PRBs for urban eMBB, 4 PRBs for urban VoIP, 4 PRBs for rural and rural with long distance.
· Option 2: Other values.  
TBS and MCS:
· Option 1: TBS and MCS can be calculated based on the number of PRBS, target data rate, frame structure and overhead.
· Option 2: Fixed value of TBS and MCS for each scenario.
	ZTE
	Regarding the number of RBs, Option 2 is preferred with more combinations of (#RB, MCS index) considered and the one with best performance is chosen. But we are also OK with Option 1. 
On TBS and MCS: Option 1 is preferred.

	
	Nokia/NSB
	Number of PRBs: Option2. 
PDSCH: full bandwidth allocation is preferred for eMBB and 4 PRBs for VoIP.
PUSCH: setting a fixed occupied bandwidth for eMBB service, without accounting for MCS selection, is highly sub-optimal for PUSCH coverage enhancement. This approach can lead to non-negligible underestimation of the MPL of PUSCH, as shown in R1-2004178 (more than 2 dBs), and thus it should be discouraged. In this context, MCS Table 5.1.3.1-3 in TS38.214 (‘qam64LowSE’) provides a set of MCS indices which enables the allocation of larger occupied PUSCH bandwidth and achieve coverage enhancement. Suitable MCS/number of PRBs couples can be found for each scenario. In our view, this approach is more appropriate to the scope of this study. 
If we cannot afford discussing values for each scenario, we would suggest identifying the number of PRBs as a function of MCS index and scenario. A sensible approach seems to be considering ‘qam64LowSE’ table setting a maximum MCS index for the study, depending the frame structure, for instance: 
· Rural long distance: MCS4 -> 5 PRBs
· Rural TDD (DDDSU): MCS3 -> 13 PRBs 
· Rural TDD (4D1S5U): MCS0 -> 13 PRBs 
· Urban (DDDSU): MCS7 -> 55 PRBs
· Urban (4D1S5U): MCS3 -> 55 PRBs
If RAN1 can agree on the spirit of this approach, we are open to consider different values.
4 PRBs for VoIP seem reasonable and we agree to that.
TBS and MCS: Option 1 is preferred. However, as aforementioned, the optimal MCS/number of PRBs couple that provides the “best coverage” should be considered instead of fixing the number of PRBs.

	
	Nomor Research GmbH
	Nomor supports option 1 for both Number of PRBs and TBS and MCS.

	
	Intel
	We would like to clarify that the number of symbols is also important for coverage analysis, e.g., for selection of the number of PRBs and MCS. In our study, we assume 14 symbols for both PUSCH and PUCCH. 
For the number of PRBs, we prefer Option 2. However, for VoIP and 100kbps in rural scenario, 4 PRBs can be assumed. 
For TBS and MCS, we prefer option 1, but we would like to consider aligned simulation assumptions including TBS/MCS among companies so as to provide meaningful study for baseline performance study. In our preliminary study, it was observed that different combinations of TBS/MCS and the number of PRBs can result in substantial performance difference. In our view, a general consideration is that QPSK and code rate <1/3 are employed for PUSCH simulation.   

	
	Ericsson
	For number of PRBs: PRBs and MCS need to be selected according to TBS, BLER target and/or assumed number of retransmissions, etc, so prefer option 2.  If results show that option 1 works, that can be OK as well.
For TBS: Option 1 should be baseline, but if option 2 is shown to be equivalent, that can be used as well.

	
	NTT DOCOMO
	We prefer that each companies can decide the values for their simulation, based on their assumption, e.g. considering “small number of RBs with high coding rate” vs “large number of RBs with low coding rate”.
If we define the number of PRBs, we prefer as follows, and number of PRBs for VoIP/eMBB may be different due to different target data rate.
VoIP : 4
 eMBB : 15 (Urban), 2 (rural)

	
	CATT
	Number of PRBs: Option 1
TBS and MCS:  I am not sure I fully understand option 2. From my understanding, either is OK as TBS and MCS always depend on the number of PRBs/data rate/frame structure/overhead. The key issue is to determine all the relevant parameters, such as PRB, data rate, frame structure, overhead. If we are on the same page for the aforementioned parameters (this is we have to before LLS), we don’t see any difference between option 1 and option 2.

	
	InterDigital
	For baseline performance, it is important to agree on the optimum combination of parameters such as # of PRB, TBS, SCS, # of repetitions and MCS for maximum coverage performance for better alignment of the results among the companies.

	
	China Telecom
	For PRBs, we prefer Option 1.
For TBS/MCS, we prefer Option 1.

	
	Qualcomm
	We make the following proposals for PRBs:
For PUSCH: 30PRBs for urban eMBB, 1,2 or 4 PRBs for urban VoIP, 1,2, or 4 PRBs for rural and rural with long distance.
For PDSCH: Assume full band allocation. 100 MHz in the case of 4 GHz, and 20 MHz in the case of 700 MHz.
For TBS and MCS selection:
We support Option 1.

	
	Panasonic
	Number of PRBs: Option2. We share the same view as Intel.
TBS and MCS: Option 1

	
	Samsung
	Number of PRBs: We support option 1. We are also okay if the number of PRBs is fixed for each scenario.
We understand there may be an optimal combination for number of allocated PRBs and MCS index since there may be a trade-off among the power gain and channel coding gain. However, depending on the scenario, service, data rate, and channel environment, it can be a different optimal combination for number of allocated PRBs and MCS index. Also, in our understanding, there may be no significant performance gap if the proper coding rate is satisfied. Since the significant burden will be caused to find the optimal combination based on the evaluation for each scenario, service, channel, data rate, and so on, we would like to fix the number of allocated PRB and data rate or MCS index to reduce the evaluation burden and to make smooth progress of this SI. The value proposed by Option 1 is satisfied for a proper coding rate, i.e., about 0.3.
TBS: If everyone has the same understanding on how to calculate the TBS in option 1, we think option 1 and option 2 are the same. It would be better to discuss the TBS calculation method how to apply the number of PRBs, target data rate, frame structure and overhead.

	
	CMCC
	Number of PRBs:
For eMBB, we prefer Option 2 since different {#PRB, MCS} combinations may greatly impact the required SINR. Basically different companies may get different best combinations based on their link-level simulators, one alternative is to let companies report their chosen combinations together with the evaluation results, and another alternative is that we can discuss and try to determine a group of combinations, and companies can select some of the combinations for simulation. We are fine with either way.
For VoIP, we think 4 PRB is a reasonable assumption. 
TBS and MCS:
We prefer Option 2 since it is straightforward based on the discussion for number of PRBs.

	
	Apple
	Number of PRBs: The PRB number is associated with the TBS/MCS, option 2 is preferred .
TBS and MCS: Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	4 PRB and 30 PRB operation is acceptable with reasonably good link margin. However, when we study about expanding coverage to extreme cases, we should see if voice can be supported with 1 PRB. This is a strict requirement which must be considered in this study.

	
	Sharp
	Number of PRBs:
We prefer Option 1. At least fixed value should be determined in RAN1. 
TBS and MCS: 
Option 1. At least TBS should depend on frame structure.

	
	vivo
	The TBS is determined based on the target data rate and frame structure.
The code rate can be set to a fixed value, e.g. 1/3, which is about MCS4/5 in MCS table 1.
Based on TBS and coderate/MCS, the number of REs/PRBs needed can be calculated. 

	
	Sony
	These parameters should be “TBI” by the proponent.  Some companies might favour a larger number of PRBs to improve coding gain, while others might want fewer PRBs to increase PSD. Similarly for TBS / MCS, some companies might favour a smaller TBS and a lower MCS while others favour a larger TBS, higher MCS and more HARQ re-transmission. Basically, in some ways, the choice of number of PRBs, TBS and MCS is part of the coverage enhancement scheme.

	
	Verizon
	Similar to our comments about, we usually leave some flexibility here to allow overall optimization. We usually fix the TBS and delay requirement. But for this study, I think we agree with Ericsson mostly.

	
	Charter
	The motivation to align as many parameters as possible is understandable, hence we are agreeable with Option 1 for both aspects.

	
	Huawei, HiSilicon
	Number of PRBs: agree with Option1
Different MCS can reach different coverage, to get a baseline we support option 1 as the baseline.
TBS and MCS: agree with Option1

	
	OPPO
	Number of PRBs: Option1
TBS and MCS: Option1

	Number of repetitions for PUSCH and PUCCH
	ZTE
	For VoIP, PUSCH repetitions should be enabled. Repetition number 2 or 4 or 8 can be considered.
Enabling PUCCH repetitions should be careful. It will impact not only the UCI payload, but also the transmission of PUSCH (as the spec copied below). 
‘If a UE would transmit a PUCCH over a first number [image: ] of slots and the UE would transmit a PUSCH over a second number of slots, and the PUCCH transmission would overlap with the PUSCH transmission in one or more slots, and the conditions in Clause 9.2.5 for multiplexing the UCI in the PUSCH are satisfied in the overlapping slots, the UE transmits the PUCCH and does not transmit the PUSCH in the overlapping slots.’

	
	Nokia/NSB
	PUSCH Aggregation factor should be considered. The number of repetitions should be set depending on the frame structure and number of retransmissions (we must ensure not to exceed the latency requirement). We are not in favour of PUCCH repetitions, for the same reason as ZTE.

	
	Nomor Research GmbH
	Nomor does not support repetition for eMBB and supports 8 PUSCH repetitions (i.e. aggregation factor 8) for VoIP on rural scenarios, including rural with long distance.
We have shown in エラー! 参照元が見つかりません。 that repetition does not bring significant benefit in terms of coverage for eMBB, rather it enhances the coverage performance of VoIP significantly in case of rural with long distance scenario. 
PUCCH should also be satisfying the target BLER requirement at the minimum required SINR of PUSCH. Number of repetitions should be aligned accordingly.

	
	Intel
	For PUSCH, repetitions can be considered.  
For PUCCH baseline performance, repetition may not be assumed, especially considering the TDD scenario.  

	
	Ericsson
	2, 4, or 8 can be considered in general according to Rel-15/16
TBD: if VoIP repetition is used.

	
	Sierra Wireless
	For PUSCH, repetitions can be considered for baseline performance if data rate is maintained.

	
	NTT DOCOMO
	We support to apply PUSCH repetition and number is 4 or 8 (we are open for the discussion.).
For PUCCH, we also support PUCCH repetition and number is 4.

	
	CATT
	The repetition should exploit the full power of coverage.
For VoIP, repetition number 8 can be used.
For PUCCH, repetition number 8 can be considered in order to achieve the best coverage performance. Considering the impact on the PUSCH transmission mentioned by ZTE, we think it is not the issue in coverage topic and can be handled by gNB. In the other words, gNB have the full power to determine whether repetition is on or off depending on what kind of result it want to get.
For eMBB, it is a tricky situation. It’s true that repetition will increase the MCS level which is harmful for performance. However, time domain diversity gain and combination gain can also be harvested. It will be a trade-off between the performance loss and the performance gain(maybe need several shot to find the best combination). The whole idea is that what kind of performance we can get with the current functionality. We are open to discuss the potential number but that we should leave a door to eMBB.

	
	InterDIgital
	We propose 4 per bundle for PUSCH for 15kHz SCS. Appropriate number for repetition for each SCS should be agreed.

	
	China Telecom
	Repetition should be considered for VoIP services. We are open to the number of repetitions, e.g. 8.

	
	Qualcomm
	PUSCH with no repetitions should be considered for eMBB traffic, while PUSCH with repetitions should be considered for voice traffic.
For PUCCH, we need to evaluate with and without repetition.
PUCCH repetition cannot be used an option to improve coverage of HARQ-ACK transmission.
Typically, downlink transmissions from a gNB are scheduled such that the downlink data buffers are emptied as fast as possible. This results in a continuous burst of downlink transmissions to a UE until the buffers are fully emptied. Once emptied the gNB then lets the UE transition to idle mode (important for power saving). Since PUCCH transmissions carrying HARQ ACK/NACK payload is in response to a continuous burst of downlink data transmissions, repeating a PUCCH transmission is not be possible.
To illustrate this, consider a DDDSU TDD slot pattern where PUCCH Format 3 is used to carry 4 HARQ ACK/NACK bits every uplink slot. Consider enough data in the downlink data buffers that a UE receives a continuous burst of downlink data over 20 downlink slots. In such a scenario, as HARQ ACK/NACK bits start to accumulate on the UE side, there is no scope to accommodate PUCCH repetition. 4 HARQ ACK/NACK bits have to be transmitted every uplink slot until the end of the burst. It is therefore important to evaluate PUCCH without repetitions under such scenarios.
PUCCH carrying CSI payload may adher to a slightly more relaxed timeline and it may be possible to allow PUCCH repetitions in such a case.  


	
	Panasonic
	2, 4, or 8 can be considered according to Rel.15/16.

	
	Samsung
	PUSCH and PUCCH repetition should be considered since the repetition is the representative method to enhance the coverage. However, for PUSCH with eMBB service, we don’t need to consider the repetition. The number of repetitions for PUSCH and PUCCH can be set depending on the TDD configuration, data rate for PUSCH, UCI bit and PUCCH format.

	
	CMCC
	We think repetition could be assumed for PUSCH, in our understanding, if repetition is used the TBS will be impacted compared with the case that repetition is not used, e.g., the TBS for 2 repetition is roughly doubled compared to no repetition.
Additionally, the concrete PUSCH repetition number may be different for TDD and FDD, and even different repetition numbers should be considered for different TDD UL-DL-configurations. For example, at most 2 repetitions could be considered for TDD configuration DDDDDDDSUU, and maybe larger repetition number could be considered for TDD with more UL slots or FDD. 
For PUCCH, we are open to whether repetition is assumed or not.

	
	Apple
	Repetition number 2, 4, or 8 can be considered 

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Repetitions can be considered for all channels. The number of repetitions should be large enough to support the required data rates as mentioned by the voice codec rates as decided by this study.

	
	Sharp
	The number of repetitions is determined based on the TBS and the target data rate.

	
	vivo
	For PUCCH, repetition is not preferred, it is not realistic to consider PUCCH repetition when number UL slots is limited in a TDD network, especially when PUSCH repetition is considered.

	
	Sony
	Repetition of up to REP8 can be considered.

The amount of repetition applied can be up to the proponent. Proponents might want to trade off lower MCS for repetition, so the number of PUSCH repetitions should be dependent on the proposal.

	
	Verizon
	Agree with QC. 
PUSCH with no repetitions should be considered for eMBB traffic, while PUSCH with repetitions should be considered for voice traffic.
For PUCCH, we need to evaluate with and without repetition.

	
	Charter
	Agree with Qualcomm

	
	Huawei, HiSilicon
	No repetition for eMBB PUSCH and PUCCH
T.B.D: if VoIP repetition is used

	
	OPPO
	For VoIP and PUCCH: Maximum configurable in Rel-15.
For eMBB PUSCH: No repetition

	Frequency hopping for PUSCH and PUCCH
	ZTE
	FH is disabled for PUSCH with one DMRS with UE speed of 3km/h, and enabled for PUSCH with two DMRS(one DMRS per hop) with UE speed of 120km/h.  

	
	Nokia/NSB
	Rel-16 intra-slot frequency hopping should be considered both for low and high speed UEs (one DMRS per hop).

	
	Nomor Research GmbH
	Nomor supports inter-slot frequency hopping for PUSCH. 
Our results in エラー! 参照元が見つかりません。 have shown that inter-slot frequency hopping significantly enhances the coverage performance on rural with long distance scenario. Thus, Nomor fully supports this proposal and even would like to enhance the standardized inter-slot frequency hopping procedure

	
	Intel
	Intra-slot frequency is assumed. In the simulation, frequency hopping should be enabled.  

	
	Ericsson
	See Table B comments and details in Appendix A4.1

	
	Sierra Wireless
	The baseline can assume FH is enabled (either inter or intra).

	
	NTT DOCOMO
	Frequency hopping may be assumed.

	
	CATT
	ON

	
	Qualcomm
	Inter-slot frequency hopping can be enabled for PUSCH. Intra-slot frequency hopping splits DMRS resources and makes channel estimation challenging. 1 DMRS per hop may not be sufficient.
Intra-slot frequency hopping can be enabled for PUCCH. Inter-slot frequency hopping for PUCCH is tied to PUCCH repetitions and we are proposing that we evaluate PUCCH without repetitions especially for HARQ ACK/NACK payloads.


	
	Panasonic
	Intra-slot frequency is enabled for both PUSCH and PUCCH.

	
	Samsung
	Inter-slot frequency hopping is preferred with slot aggregation. 

	
	CMCC
	We think both intra and inter frequency hopping can be assumed.

	
	Apple
	Frequency hopping can be enabled.

	
	Sharp
	Frequency hopping is applied to PUCCH and PUSCH.

	
	InterDigital
	Frequency hopping is enabled for PUSCH with inter-slot FH.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Both inter and intra slot hopping be considered.

	
	China Telecom
	With/without frequency hopping can be considered for evaluating the baseline performance.

	
	vivo
	Since CP-OFDM is preferred for PUSCH in simulation, no frequency hopping is assumed.
For PUCCH, intra-slot frequency hopping is assumed.

	
	Sony
	Frequency hopping may be applied.

	
	Verizon
	FH is very impactful. Needs to be enabled,

	
	Huawei, HiSilicon
	For repetition case, frequency hopping can be considered, in a frequency selective channel.

	
	OPPO
	Hopping is enable.

	HARQ configuration
	ZTE
	Is this trying to say the maximum number of re-transmissions? If so, a maximum of 4 re-transmissions (including the initial transmission) is preferred for PUSCH carrying VoIP. For PUSCH with eMBB, no re-transmission is assumed for10%iBLER. 

	
	Nokia/NSB
	No retransmission for eMBB (reliability target for SNR is 10% BLER). 
For VoIP, given the BLER requirement, we would like to highlight the need to agree on the number of retransmissions, which in turn should depend on the TDD frame structure. In case of DDDSU, for instance, 4 re-transmissions (including initial transmission) can be considered and are our preferred choice.

	
	Nomor Research GmbH
	For VoIP, in case 8 PUSCH repetitions are considered, as mentioned above, Nomor supports 2 HARQ transmissions. 

	
	Intel
	It may depend on the repetition for PUSCH. 

	
	Ericsson
	Up to 8 attempts (similar to max number of repetitions); frequency allocation varies/hops with HARQ.  Different max number of attempts can be considered according to data carried / QoS.
Please see detailed proposals for channel configurations in Appendix A4.1

	
	Sierra Wireless
	Since HARQ dramatically improves coverage, the baseline can assume HARQ is used. For eMBB, a maximum number should be agreed at [4] attempts. For VoIP, HARQ can be used as long as the latency requirement is not exceeded. 

	
	NTT DOCOMO
	We prefer 4 for the maximum number of HARQ transmission.

	
	CATT
	No sure whether we need to consider re-transmission. The HARQ gain has been considered in link budget template.

	
	InterDigital
	HARQ sequence can be 0,2,3,1. We should agree on the number of HARQ processes, which depend on the number of repetitions. For PUSCH, we propose 12 and 3 for the number of HARQ processes, when repetition is on (number of repetitions is 4 for 15kHz SCS), and off, respectively

	
	China Telecom
	No retransmission for eMBB (reliability target for SNR is 10% iBLER). For VoIP, the HARQ configuration should be considered based on the latency requirements and repetitions.

	
	Qualcomm 
	Since eMBB targets 10% iBLER, no need for any HARQ considerations.
For Voice, if we switch to 10% iBLER, then this becomes similar to eMBB. Else, number of allowed retransmissions become dependent on TDD Frame structure, latency requirements, and PUSCH repetitions. 
For example, for DDSU slot pattern, with a 20 ms window for packet transmission, 10 uplink slots exist within a 20 ms window. Setting aside 2 slots for long PUCCH leaves us with 8 uplink slots which can either be used for PUSCH with 2 repetitions and maximum 4 retransmissions or alternately, 4 repetitions with a maximum of 2 retransmissions.

	
	Panasonic
	If 10% iBLER (e.g., for eMBB) is the performance target, no retransmission can be assumed.
If 2% rBLER (e.g., for voice) is the performance target, the maximum number of HARQ transmission should be defined. We are open to the value.

	
	Samsung
	For VoIP, the number of HARQ retransmission should be set based on frame structure and latency requirement.
For eMBB, we support no retransmission.

	
	CMCC
	We think 4 (re)transmissions could be assumed for VoIP, and for eMBB no retransmission can be used with target BLER set to 10%. 

	
	Apple
	For VoIP, the maximum re-transmission number is 4 including first transmission.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	The study should consider both HARQ repetitions as well as a scenario where the 1st transmission follows the required block error target even at low SINR conditions without relying on HARQ alone.

	
	Sharp
	Maximum 4 (re)transmissions are supported.

	
	vivo
	Since the PUSCH repetition is assumed for both eMBB and voip, no HARQ is assumed.

	
	Sony
	HARQ improves coverage, so should be considered in the baseline. Up to [4] retransmissions for PUSCH and PUCCH. The physical resources for re-transmission can be different to the resources for initial transmission.

	
	Verizon
	For VoIP, if some companies prefer >4, I think we should listen to their reason. There are some valid reasons doing that in practice. Just not sure if we want to go that far in this study.

	
	Charter
	No retransmissions for eMBB (reliability target for SNR is 10% iBLER).

	
	Huawei, HiSilicon
	As in this SI, the target data rate is one key metric for the coverage. Retransmission can improve a higher coverage. So we support using retransmissions in the evaluation. 

	
	OPPO
	HARQ is on. Maximum 4 transmissions.

	Other parameters
	ZTE
	The waveform should be clarified. In our view, DFT-s-OFDM can be assumed for coverage enhancement.

	
	Intel
	We share similar view as ZTE. DFT-s-OFDM waveform should be assumed as baseline for PUSCH coverage analysis. 
Further, the number of symbols for PUSCH/PUCCH transmission need to be clarified in the simulations. 

	
	Ericsson
	For waveform: DL: OFDM, UL: DFT-S-OFDM
Our detailed proposals for channel configurations are in Appendix A4.1

	
	CATT
	The DMRS power boosting should also be considered for PUSCH transmission.

	
	InterDigital
	For UL, we support to use DFTsOFDM for PUSCH. In industrial/commercial applications, coverage enhancement for UL OFDM may also be needed since OFDM allows flexible multiplexing. To maximize applicability of the study, we are open to discussion for UL OFDM in the evaluation as well.

	
	Panasonic
	We agree that the waveform for PUSCH should be clarified.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	DFT-S-OFDM should be baseline for coverage enhancement in UL. 

There is also room for Tx power improvements considering the current 5G NR Rel-15/Rel16 RAN4 specifications as identified by some companies. There is still room to increase the transmission power, for example up to 26 dBm or more. This must be explored. This is quite useful for increasing the coverage.

ITU test cases have been defined for 700MHz LMLC. However, there is significant interest in using even 3.5 GHz so that the cell can reach as far as possible in rural scenarios. Therefore, it is in our interest to see the coverage attained by 4GHz systems using this study items.

	
	CMCC
	We also think DFT-S-OFDM should be the baseline for uplink.

	
	Sony
	The same transmit power from the antenna should be applied whether the UE uses DFT-S-OFDM or OFDM. Although DFT-S-OFDM can allow for less PA backoff, that doesn’t actually affect the transmitted power (it affects the power rating of the PA).

	
	Verizon
	DFT-S-OFDM should be the baseline for uplink.

	
	Charter
	Agree that DFT-S-OFDM is the baseline for UL.

	
	Huawei, HiSilicon
	DFT-S-OFDM as baseline for uplink coverage evaluation

	
	OPPO
	DFT-s-OFDM for evaluation.
PI/2 BPSK.




· PUSCH
Companies’ views on simulation assumptions for PUSCH for link-level simulation for FR1 are summarized in Appendix 1. Based on the majority’s inputs, we have the following proposal:
Proposal: 
· Adopt Table A for PUSCH for FR1.
Table A Simulation assumptions for PUSCH for FR1
	Parameters
	Values

		Scenario and frequency
	· Urban: 4GHz(TDD), 2.6GHz(TDD)
· Rural: 4GHz(TDD) , 2GHz(FDD), 700MHz(FDD)
· Rural with long distance: 700MHz(FDD)

		Frame structure for TDD
	DDDSU, DDDSUDDSUU, DDDDDDDSUU

	BLER
	10% for eMBB, 2% rBLER for voice

		Pathloss model (select from LoS or NLoS)
	NLos for urban and rural, LoS for rural with long distance

	Channel model for link-level simulation
	TDL-C for urban and rural, TDL-D for rural with long distance

	UE velocity
	120 km/h for outdoor, 3 km/h for indoor

	Number of UE antennas
	2 for urban, 1 for rural and rural with long distance

	Number of TRXU for UE
	2 for urban, 1 for rural and rural with long distance

	DMRS configuration
	DMRS:
- For 3km/h: Type I, one DMRS symbol, no multiplexing with data.
- For 120km/h: Type I, 2 DMRS symbol (one front- loaded and one additional), no multiplexing data



Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	ZTE
	We are generally fine with above assumptions. One clarification on DMRS configuration: is it per PUSCH or per frequency hop? Our understanding is per PUSCH. Then, FH is not enabled for PUSCH with one DMRS for 3km/h. 

	Nokia/NSB
	Scenario and frequency: In principle we agree with the proposed values, however we would think that considering all of them as “mandatory” may lead to an excessive redundancy for the discussion and simulation. We would prefer to prioritize them as follows: Urban: 4 GHz (TDD) to be considered for the study and 2.6 GHz as optional; Rural: 4 GHz (TDD) and 700 MHz (FDD) to be considered for the study and 2 GHz (FDD) as optional.  
Frame structure: In our view, setting a fixed frame structure for TDD deployments does not leverage the flexibility offered by NR frame structure in such scenarios. In particular, this choice is sub-optimal for coverage enhancement, as shown in R1-2004178. Therein we showed that an MPL enhancement of 2.7 to 3.8 dB, i.e., a coverage increase of around 20%, can be observed if the frame structure is set to account for the specific PUSCH throughput target while exceeding the throughput target for PDSCH. We prefer to replace either DDDSUDDSUU or DDDDDDDSUU with 4D1S5U (10D:2G:2U) in the list of considered frame structure for evaluation. 
Channel model: Similar to IMT-2020, our preference is to differentiate between NLOS and LOS propagation, and not between Urban and Rural. Hence, we prefer TDL-C for NLOS (rural, if applicable, and urban) and TDL-E for LOS (urban, if applicable, and rural).
UE speed: In our view, it is reasonable to differentiate between Urban and Rural when considering high speed UEs. Setting 30 Km/h for Urban scenarios and 120 Km/h for Rural seems more reasonable. Low speed UEs should move at 3 Km/s, both indoor and outdoor.
Number of UE antennas: Our preference is to consider the same UE configuration for both Urban and Rural. This seems more reasonable. We would prefer 2 antennas for UE in both cases.
Number of TXRUs for UE: Our preference is to consider the same UE configuration for both Urban and Rural. This seems more reasonable. We would prefer 1 TXRU for UE in both cases, which seems more suitable for coverage studies.



	Nomor Research GmbH
	Nomor supports the assumptions on Table A, except items indicated below:
- LoS for rural with long distance: We believe that as for rural scenario, rural with long distance should also cover NLoS, since NLoS will be the bottleneck of the system, rather than LOS. Since we are looking at the coverage performance in this study, not considering NLoS can cause problems for the UEs that are actually NLoS in real world scenarios. In addition, we have shown in [26] that the system performance can be enhanced by various techniques, and the performance of the system including UEs that are NLoS, can meet performance criteria determined in [1]. Therefore, Nomor proposes to evaluate both LoS and NLoS separately for the rural long distance scenario.
- Nomor believes that 2 UE antennas and 2 TxRUs should be used, instead of 1, as up to 2 antennas were allowed in IMT-2020 evaluations for rural with long distance.

	Intel
	In general, we are fine with the above assumptions, but with some comments:
· We suggest to select one carrier frequency for each deployment scenario so as to reduce simulation effort. For instance, 
· Urban: 4GHz (TDD), 
· Rural: 700MHz (FDD).
· Rural with long distance: 700MHz (FDD)
· Subcarrier spacing needs to be clarified. We suggest 700MHz with 15kHz SCS and 4GHz with 30kHz SCS.
· For frame structure for TDD, we suggest to select first one for simulations. As mentioned by other companies, DDDSU and DDDDDDDSUU do not seem much difference for simulation. Further, detailed configuration for S slot needs to be clarified. 
· For number of antennas, we suggest to use same number of antennas for urban and rural scenario in the simulation. We prefer 1 for urban scenario.    
· For channel model, we slightly prefer TDL-A in the simulation. If majority of companies support TDL-C or D, we are fine to consider for the simulation.  
· DMRS configuration and positions depend on the number of symbols. Suggest to align the number of symbols allocated for PUSCH. 

	Ericsson
	BLER, HARQ, and DMRS assumptions are already covered in the PUSCH and PUCCH table above, and so not needed in Table A.
TDL-A is used for extreme long range coverage scenario in 38.802, and so should be used for 700 MHz in that scenario.
Medium correlation should be used for TDL models.
We think 1 UE Tx antenna should be used, and 2 Tx antennas can also be studied.  But this should be consistent across scenarios.  2 UE Rx antennas should be used for 700 MHz, and 4 UE Rx antennas should be used for 4 GHz.
We think at least 3 DMRS symbols should be used for PUSCH as commented above.  Agree that UL data should not be multiplexed with UL DMRS.
Details are in Appendix A4.1

	Sierra Wireless
	Mostly fine. Some comments:
· This looks like a lot of scenario to evaluate. It would be good narrow this down. 
· Urban: 4GHz(TDD), 2.6GHz(TDD)
· Rural: 4GHz(TDD) , 2GHz(FDD), 700MHz(FDD)
· Rural with long distance: 700MHz(FDD)
· 1TX UE antenna for all scenarios
· Subcarrier spacing- 4 and 2 GHz with 30kHz SCS, 700MHz at 15kHz
Reduce frame structures for TDD – pick one, two max

	NTT DOCOMO
	We have some comments for the assumption.
· BLER : 10% for eMBB is iBLER or rBLER ? We prefer to use rBLER for eMBB as well to consider HARQ.
· UE velocity : We may consider 3km/h for outdoor as well considering pedestrian. 120 km/h seems too fast to consider the coverage performance.
· Number of UE antennas : We prefer to use the same number (2) for both Urban and rural scenarios.
DMRS configuration : It’s up to the number of OFDM symbols for PUSCH. We prefer to use dense configuration, e.g. 1 DMRS symbol (one front- loaded and three additional) for 14 symbols.

	CATT
	Frame structure for TDD: As mentioned by Nokia, we are open to discuss whether to introduce a UL-dominated TDD UL-DL frame structure to exploit the full power of UL coverage. 
Furthermore, we don’t think there is significant difference between DDDSU and DDDDDDDSUU. The frame structure is used to determine the TBS based on the target data rate. The only different is that the former has one special subframes and the later has two. Considering the UL-DL structure of a special subframe is typically DL dominated, it really doesn’t make much difference on the final TBS. But it will significantly increase the work load on simulation. We propose only adopt one of them as the simulation assumption.
In addition, we should spell out what the UL-DL configuration on the special subframe to guarantee everyone on the same page.
Codec for voice:  It’s better to clarify how we handle the header bits. In our opinion, the 12.2 kpbs is the data rate of pure voice data. The final TBS transmitted in PHY will include some header bits. 
AP assumptions for UE: We think the same configuration should be applied to both urban and rural scenario. A UE can move from urban area to rural scenario and vice versa, it doesn’t make sense that the same UE can use 2TX*2RX in urban area while can only use 1 TX*1RX in rural area.
General comments1: The TBS or the SE will be calculated based on the target data rate and the frame structure. It should be clarified whether we take the BLER into account when calculate the TBS/SE. It will have significant impact on the final LLS assumption parameters. 
· Understanding 1: Target data rate is defined without considering BLER. It means the data rate would be the ideal one assuming there are not error blocks. For example, the TBS used in LLS will be determined by target data rate 10Mbps.
· Understanding 2: Target data rate is defined with considering BLER. It means the data rate is calculated only based on the blocks which are correctly received. For example, the TBS used in LLS will be determined by (10/0.9) Mbps if the target data rate is 10 Mbps.
General comments 2: The DMRS power boosting should also be considered. If the DMRS is configured as without data, the power of DMRS can be boosted to enhance the performance.


	InterDigital
	· For frame structure, referring to TR 36.284, we propose DDSUU since 2 out of 5 slots are reserved for UL in TR 36.284. We are also open to considering a frame structure that maximizes performance in both DL and UL. 
· We agree with the BLER target and pathloss model. 
· For UE velocity, we should incorporate 3km/h for outdoor. In our view, low-mobility UEs exist in realistic scenarios.
· For number of UE antennas, “1” should be included for urban scenario, resulting 1 TXRU.
· For DMRS for PUSCH, we propose to use two DMRS symbols for 3km/hr according to our simulation results in R1-2004304. From our results, it is clear that increasing # of DMRS symbols improves channel estimation, and increasing beyond 2 will cause throughput loss. As the best tradeoff between channel estimation performance and throughput, we believe 2 DMRS symbols should be used, even for low-mobility scenario. We should also clarify whether PUSCH mapping type A or B should be used. We prefer to use PUSCH mapping type B.

	Qualcomm
	We would like to make the following comments:
· We should downselect the number of urban and rural scenarios to evaluate. We feel that it suffices to evaluate urban scenarios at 4 GHz and rural/extreme rural scenarios at 700MHz. 
· For frame structure, we prefer to also include DDSU. 
· For voice, it may suffice to evaluate 10% iBLER as a subsequent re-transmission may further reduce BLER to the desired 2% rBLER. 
· Channel model can be move to the table that discusses parameters common to all PHY channels. 
· We should consider the CDL channel model for link-level simulations. The choice between TDL and CDL depends on how beamforming gains are to be captured in the link budget. There are serious concerns that using a TDL channel model may not sufficiently capture the variability in the beamforming gains experienced by a cell-edge UE.
· For VoIP and rural scenarios, we would like to consider 1, 2, and 4 RB allocations.
· For DMRS, we believe at least 2 DMRS symbols need to be included for a cell-edge UE. This should not be restricted to high doppler scenarios.
· Allow single tx UE for urban scenarios as well.
· 

	Panasonic
	It is better to clarify following assumptions:
- Symbol allocation (number of symbols for PUSCH)
- Mapping type

	Samsung
	Frame structure: As in Scenario and frequency, “mandatory” may reduce the additional burden for evaluation and discussion. Therefore, we prefer to prioritize DDDSU and DDDSUDDSUU configuration for the study and other TDD configurations as optional. 
Target BLER: agree with Moderator’s proposal.
Occupied channel bandwidth: We understand there may be an optimal combination for number of allocated PRBs and MCS index since there may be a trade-off among the power gain and channel coding gain. However, depending on the scenario, service, data rate, and channel environment, it can be a different optimal combination for number of allocated PRBs and MCS index. Also, in our understanding, there may be no significant performance gap if the proper coding rate is satisfied. Since the significant burden will be caused to find the optimal combination based on the evaluation for each scenario, service, channel, data rate, and so on, we would like to fix the number of allocated PRB and data rate or MCS index to reduce the evaluation burden and to make smooth progress of this SI. The value proposed by Moderator is satisfied for a proper coding rate, i.e., about 0.3.

	CMCC
	For scenario and frequency, we prefer following update:
· Urban: 4GHz(TDD), 2.6GHz(TDD)
· Rural: 4GHz(TDD) , 2.6GHz(TDD), 2GHz(FDD), 700MHz(FDD)
· Rural with long distance: 700MHz(FDD)

For frame structure of TDD, we think further clarification on the special slot is better. For frame structure DDDDDDDSUU, special slot configuration is 6DL:4GP:4UL.

For # of UE antennas and # of UE TxRUs, we think they should be determined for different frequencies instead of scenarios.
· For 4GHz and 2.6GHz: 2Tx, 4Rx
· For 700Mhz: 1Tx, 2Rx

For DMRS configuration, we prefer the following update:
- For 3km/h: Type I, one DMRS symbol, no multiplexing with data.
- For 120km/h: Type I, 2 or 3 DMRS symbol (one front- loaded and one or two additional), no multiplexing data

Additionally, for scenario and frequency, frame structure, we do not agree to prioritize some of the values as mandatory and others are optional. We think companies can choose to only simulate some of the candidate values if they think there is a burden for them to provide all the simulation results. We also think it is not a good idea to replace DDDDDDDSUU with 4D1S5U (10D:2G:2U) in the list of considered frame structure for evaluation, we can agree to include 4D1S5U in the list if it is really used in the network, otherwise, we do not think it is good for the study item to investigate some frame structures which will not be used.


	Apple
	Generally, we support the proposal. We also consider that too many scenarios or combinations will be evaluated, it could be better to select the typical scenario as the baseline, other scenarios can be evaluated if the companies have the interests.

	Sharp
	DMRS configuration used by the evaluation can be reported by companies.

	China Telecom
	Support the above proposal.

	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	500 kmph may be considered for rural evaluations. The number of UE antennas be fixed to 1 even for urban scenarios. Rest parameters are fine. 

	vivo
	As for number of UE antennas/TxRUs, 1 is assumed for both urban and rural scenario

	Sony
	OK with most of the table. 
If HARQ is applied, the initial BLER target for eMBB can be greater than 10%.
Agree with Sierra that we should reduce the number of scenarios. We are unlikely to gain more insight by looking at a large number of scenarios.
While we generally agree with Samsung’s comment about occupied channel bandwidth, this doesn’t seem to be a parameter in Table A.

	Charter
	Sympathetic to Intel’s views.

	Huawei, HiSilicon
	Basically, we agree with the parameters and settings in the proposal. However, prioritization is suggested. In our view, urban with 4GHz (TDD); Rural 4GHz (TDD), 2GHz (FDD) and rural with long distance 700MHz (FDD) should have higher priorities because they are typical in the real network deployment. 
Channel model: TDL-E can also be used as LoS channel model for rural with long distance since the delay profile is larger than other channel model. 
For the demodulation evaluation, BLER is a parameter only for derivation of required SNR. It is better to directly align required SNR among companies rather than BLER because BLER could be a value other than 10% when some potential enhancement solutions are evaluated, e.g. HARQ retransmission. 

	OPPO
	For UE antenna configuration, “2 for urban, 1 for rural and rural with long distance” seems not consistent to the real deployment. Would we simply put 2TX for 4GHz, 1TX for 2 GHz and 700MHz?



· PUCCH
Regarding the simulation assumptions for PUCCH for FR1, most parameters can be reused from PUSCH for FR1. Some channel-specific parameters for PUCCH are summarized based on companies’ inputs in Appendix 2.
Based on the majority companies’ views, we have the following proposal:
Proposal: 
· Adopt Table B for PUCCH for FR1.
Table B Simulation assumptions for PUCCH for FR1
	Parameters
	Values

	Format type
	Format 1, 2bits UCI
Format 3, 11/22 bits UCI

	Number of UE antennas
	1

	Number of TRXU for UE
	1


Note: Other general parameters for PUCCH can be reused from PUSCH.

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	ZTE
	We support above assumptions. In addition, it’s better to clarify the BLER target. Our preference is follows.
For PUCCH format 1: DTX to ACK probability: 1% , NACK to ACK probability: 0.1%, ACK missed detection probability: 1%.
For PUCCH format 3: Block error probability: 1%

	Nokia/NSB
	We support the proposal in principle. However, since it is noted in the proposal that other parameters for PUCCH can be reused from PUSCH, we prefer to discuss on the assumptions for PUSCH first. We note that this is also aligned with the general understanding that PUSCH is the most likely candidate to be the NR coverage bottleneck.

	Nomor Research GmbH
	Nomor supports the proposal.

	Intel
	We are fine with the above assumptions. We also share similar view as ZTE that performance metric should be clarified. The performance metric from ZTE looks good to us.  
Further, for PUCCH format 3, we suggest to select one UCI payload size to reduce simulation effort. We prefer 22 bits UCI payload size for the simulation.

	Ericsson
	For ACK/NACK: 
· Format 1 with 1bit, 14 symbols long with 7 DMRS and frequency hopping
· Pr(DTX to ACK)  <=1%, Pr(NACK to ACK) <=0.1%, 
· Pr(ACK error) <=1% or 10%
For CSI (on PUSCH or PUCCH):
· 5+2 bits for wideband CSI feedback for 2Tx
· 1 PRB, no HARQ ACK/NACKs
· PUCCH format 3 with 4 DMRS and frequency hopping 
· PUSCH without multiplexing with data on PUSCH and no frequency hopping
· 1% and 10% error rate

	Sierra Wireless
	Supports the proposal.

	NTT DOCOMO
	We are fine for the proposal, and also agree with ZTE to define the performance metric. Our preference is 1 % BLER for all formats.
We prefer to select PUCCH format for FR1, and our preference is to use long format for FR1.

	CATT
	For PUCCH format 1, 1 bit UCI should be used.

	Qualcomm
	We support this proposal.

	Panasonic
	The performance target should be clarified. Our view is 1% Pmiss/Pfa for PUCCH format 1, and 1% BLER for PUCCH format 3.

	Samsung
	We support the proposal.

	CMCC
	We are generally fine with the proposal. We also agree to further clarify the target BLER as ZTE suggested.

	Apple
	We support the proposal.

	Sharp
	We support the proposal.

	China Telecom
	Support the above proposal.

	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Support the proposal

	vivo
	Supports the proposal.

	Sony
	We support the proposal on formats. Shouldn’t the number of UE antennas / TRXU for UE be aligned with PUSCH assumptions?

	Huawei, HiSilicon 
	Support the proposal 

	OPPO
	Comment on antenna configuration: Independently selecting for IMT-2020 table seems making some inconsistence. If we want to improve coverage, it would improve in same condition. If we use 1TX for PUCCH, we should also use 1TX for PUSCH in same scenarios.



2.1.4 Link budget template
There are two main options for the link budget template.
· Option 1-1: Adopt link budget template in IMT-2020 self-evaluation 
· The calculated available path loss is considered as the baseline performance.
Support: China Telecom, Huawei, HiSilicon, CATT, vivo, LG, Intel, Sierra Wireless, MTK, Samsung, Nokia, Nokia Shanghai Bell, Panasonic, Lenovo, xiaomi, Sony, OPPO, Sharp (18 companies)
· Option 1-2: Adopt link budget template in TR 36.824
· The calculated MCL is considered as the baseline performance.
Support: Softbank, Charter, Apple, InterDigital, NTT DOCOMO, Qualcomm, Verizon, Sharp, KDDI (9 companies)

Companies are invited to provide views on the above options. 
	Companies
	Comments

	ZTE
	Choosing from above two options, we slightly prefer Option 1-1. 

	Nokia/NSB
	Same view as ZTE.

	Nomor Research GmbH
	Nomor supports the option 1-1. We are not against option 1-2, either.

	Intel
	We slightly prefer Option 1-1, but we are open to consider Option 1-2. 
In our view, for FR1, both options can be considered, but for FR2, it may be good to include the beamforming gain into the MCL analysis for coverage enhancement. 

	Ericsson
	Considering these two options, we prefer to merge options 1-1 and 1-2 by using a version of the approach in 36.824 where antenna gain is added to produce maximum isotropic loss (a.k.a hardware link budget in IMT-2020).  This is discussed in more detail in the comments to Table C below.

	Sierra Wireless
	Slight preference for Option 1-1 

	NTT DOCOMO
	We prefer Option 1-2, since it may be difficult to have a common parameters for the assumption (e.g. some of the parameter may be different over deployment scenario, etc.).

	CATT
	 Option 1-1. It has been well-verified in ITU and is sufficient for NR coverage evaluation. Option 1-2 was used for LTE coverage evaluation and may be not so suitable for NR as option 1-1.

	InterDigital
	We support Option 1-2

	SoftBank
	We support Option 1-2
As discussed during GTW1 on Monday, voice coverage is offered by refarming band with low frequency, and aggressive antenna/beamforming gain cannot be expected. In our understanding, approach by Option 1-1 with ISD/MPL target expects the coverage extension by antenna/beamforming gain. Therefore, Option 1-1 wouldn’t be appropriate for this scenario. 
In addition, we support the argument by DOCOMO, which is definitely the benefit to use MCL based approach

	Qualcomm
	We prefer using Option 1-2. 

	Panasonic
	We think it depends on how interference is handled and system level simulation is taken into account. If target ISD is interference limited operation, system level simulation is necessary to judge the interference level and Option 1-1 would be suitable. If ISD is just noise limited condition and not taking into account interference so much by the system level simulation, the difference between ISD and MCL is rather how these are expressed and would be no big difference. We are okay with either one.

	Samsung
	We support to reuse the link budget template from IMT-2020 self-evaluation.
Both methodologies are strongly related and thus MCL in 36.824 can be calculated based on the link budget used in IMT-2020 or vice versa. However, the main objective in this SI is to identify the baseline coverage performance for target scenarios and services and then to identify the necessity of coverage enhancement. From this point of view, it seems that for us it is clear to compare the coverage calculated by link budget used in IMT-2020 with the target ISD. 
Therefore, we prefer to identify the baseline coverage performance based on the link budget table used in IMT-2020 self-evaluation. However, we do see some preferences on MCL, so we can be fine with additionally include the MCL table as well 

	CMCC
	We slightly prefer Option 1-1.

	Apple
	We support Option 1-2

	KDDI
	We slightly prefer Option 1-2. We think it would be too difficult to determine the common parameters for evaluation at this stage.

	Sharp
	Companies can report based on either of Option 1-1 and 1-2 for each scenario.

	China Telecom
	We prefer Option 1-1, but open to discuss Option 1-2. It is better to keep only one template. If any accuracy issue e.g. antenna gain is identified, the template in Option 1-1 can be refined.

	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	We Option 1-1. It includes path loss models, ISD etc. Note that LMLC pathloss models must be considered for these evaluations.

	vivo
	We support Option 1-1.

	Sony
	We are OK with either approach. For option 1-1, our preference is to finish the calculation at the “hardware link budget” row, as we think that calculating a “maximum range” does not add further value / insight. When many of the parameters in the link budget are fixed (beam forming gain etc), the link budget provides similar insight to the MCL approach.

	Charter
	We prefer Option 1-2, it is not expected to lead to any different conclusions on coverage performance compared to Option 1-1.

	Huawei, HiSilicon
	Prefer Option 1-1.
Actually both the tables can be used for link budget evaluations, and we prefer to use the IMT-2020 as the starting point and some parameter updates are expected such as the channel bandwidth, penetration loss, shadow fading etc. 
The tables in TR 36.824 is simpler to identify the channel bottle neck, i.e. which channel is the bottle neck of the cell coverage. However it cannot be used to identify the coverage gap regarding to a given cell radius, because the antenna gains, penetration loss, and shadow fading etc. are not included. In option 1-1, the antenna gain can be maximum considering that for the coverage scenario, the antenna beamforming direction can be considered directing to the cell edge, so that the beamforming gain can be modelled as the array gain with higher accuracy.
The IMT-2020 self-evaluation can identify the bottle neck channel, and can also have a rough understanding of the cell coverage gap regarding to a given cell radius. In this case we support reuse general parameters in IMT 2020 self-evaluation with some revised parameters according to practical deployments.

	OPPO
	Prefer Option 1-1.



(1) Link budget template in IMT-2020 self-evaluation
For the link budget template employed in IMT-2020 self-evaluation, most parameters and values can be reused. While based on the companies’ inputs, some parameters identified with TBD (To Be Determined) in Table A need to be discussed and determined.
In order to facilitate discussion on simulation assumptions, we have the following proposal:
Proposal: 
· For Link budget template in IMT-2020 self-evaluation, adopt Table C for the baseline performance calculation for FR1.
Table C Link budget template in IMT-2020 self-evaluation for FR1
	Parameter
	Values

	Scenario
	TBD

	Frame structure
	TBD

	Carrier frequency (Hz)
	TBD

	BS antenna heights (m)
	25m for urban, 35m for rural

	UT antenna heights (m)
	1.5

	Cell area reliability for control channel
	95%

	Cell area reliability for data channel
	90%

	Transmission bit rate for control channel (bit/s)
	TBD

	Transmission bit rate for data channel (bit/s)
	TBD

	Target packet error rate for the required SNR in item (19a) for control channel
	1%

	Target packet error rate for the required SNR in item (19b) for data channel
	TBD

	Spectral efficiency (bit/s/Hz)
	TBD

	Pathloss model (select from LoS or NLoS)
	TBD

	UE speed (km/h)
	TBD

	Feeder loss (dB)
	3

	Transmitter

	(1) Number of transmit antennas. (The number shall be within the indicated range in § 8.4 of Report ITU-R M.2412-0)
	TBD

	(1bis) Number of transmit antenna ports
	TBD

	(2) Maximal transmit power per antenna (dBm)
	TBD

	(3) Total transmit power = function of (1) and (2) (dBm) (The value shall not exceed the indicated value in § 8.4 of Report ITU-R M.2412-0)
	TBD

	(4) Transmitter antenna gain (dBi)
	0 for UL, 8 for DL

	(5) Transmitter array gain (depends on transmitter array configurations and technologies such as adaptive beam forming, CDD (cyclic delay diversity), etc.) (dB)
	TBD 

	(6) Control channel power boosting gain (dB)
	0

	(7) Data channel power loss due to pilot/control boosting (dB)
	0

	(8) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for downlink)
	1 for UL, 3 for DL

	(9a) Control channel EIRP = (3) + (4) + (5) + (6) – (8) dBm
	-

	(9b) Data channel EIRP = (3) + (4) + (5) – (7) – (8) dBm
	-

	Receiver

	(10) Number of receive antennas (The number shall be within the indicated range in § 8.4 of Report ITU-R M.2412-0)
	TBD

	(10bis) Number of receive antenna ports
	TBD

	(11) Receiver antenna gain (dBi)
	0 for DL, 8 for UL

	(11bis) Receiver array gain (depends on transmitter array configurations and technologies such as adaptive beam forming, etc.) (dB)
	TBD 

	(12) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for uplink)
	1 for DL, 3 for UL

	(13) Receiver noise figure (dB)
	5 for UL, 7 for DL

	(14) Thermal noise density (dBm/Hz)
	-174

	(15a) Receiver interference density for control channel (dBm/Hz) 
	TBD

	(15b) Receiver interference density for data channel (dBm/Hz) 
	TBD

	(16a) Total noise plus interference density for control channel = 10 log (10^(((13) + (14))/10) + 10^((15a)/10)) dBm/Hz  
	-

	(16b) Total noise plus interference density for data channel = 10 log (10^(((13) + (14))/10) + 10^((15b)/10))  dBm/Hz 
	-

	(17a) Occupied channel bandwidth for control channel (for meeting the requirements of the traffic type) (Hz)
	TBD

	(17b) Occupied channel bandwidth for data channel (for meeting the requirements of the traffic type) (Hz)
	TBD

	(18a) Effective noise power for control channel = (16a) + 10 log((17a)) dBm
	-

	(18b) Effective noise power for data channel = (16b) + 10 log((17b)) dBm
	-

	(19a) Required SNR for the control channel (dB) 
	Obtained from link-level simulation

	(19b) Required SNR for the data channel (dB) 
	Obtained from link-level simulation

	(20) Receiver implementation margin (dB)
	2

	(21a) H-ARQ gain for control channel (dB)
	0

	(21b) H-ARQ gain for data channel (dB)
	0.5

	(22a) Receiver sensitivity for control channel = (18a) ++ (19a) + (20) – (21a) dBm
	-

	(22b) Receiver sensitivity for data channel = (18b) ++ (19b) + (20) – (21b) dBm
	-

	(23a) Hardware link budget for control channel = (9a) + (11) + (11bis) − (22a) dB
	-

	(23b) Hardware link budget for data channel = (9b) + (11) + (11bis) − (22b) dB
	-

	Calculation of available pathloss

	(24) Lognormal shadow fading std deviation (dB)
	TBD

	(25a) Shadow fading margin for control channel (function of the cell area reliability and (24)) (dB)
	TBD

	(25b) Shadow fading margin for data channel (function of the cell area reliability and (24)) (dB) 
	TBD

	(26) BS selection/macro-diversity gain (dB)
	0

	(27) Penetration margin (dB)
	TBD

	(28) Other gains (dB) (if any please specify)
	0

	(29a) Available path loss for control channel = (23a) – (25a) + (26) – (27) + (28) – (12) dB
	-

	(29b) Available path loss for data channel = (23b) – (25b) + (26) – (27) + (28) – (12) dB
	-

	Range/coverage efficiency calculation

	(30a) Maximum range for control channel (based on (29a) and according to the system configuration section of the link budget) (m)
	Note 1

	(30b) Maximum range for data channel (based on (29b) and according to the system configuration section of the link budget) (m)
	Note 1


Note 1: The channel model for path loss calculation is defined in Report ITU-R M.2412 [3].

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	ZTE
	We are fine with above template. 

	Nokia/NSB
	From our perspective, the difference between control and data channels in terms of reliability targets and retransmission framework (data channels can have HARQ whereas control channels do not) is already accounted for when setting BLER requirements for SNR/SINR, i.e., 10% BLER for data and 1% BLER for control). Setting different cell area reliability between the two channels may not be necessary in this context. The latter parameter is related to shadow fading assumptions and represent the percentage of the cell for which coverage is guaranteed. We would like to discuss the reasons why such percentage should be different between the two channels.

	Nomor Research GmbH
	Nomor supports the proposal with slight concerns on particular issues mentioned below.
Note 1 indicates that the channel model for path loss calculation is defined in Report ITU-R M.2412. Firstly, there are two channel models, A and B in this report. Nomor would like to propose channel model B to be used in the evaluations. In addition, both of the channel models are not valid for distances greater than 21km. With ISDs such as 30km for rural long-range scenario, we need valid channel models. Therefore, Nomor proposes to have a discussion to define a channel model for such distances. 
In addition, we have shown in [26] that larger antenna heights than 35m significantly enhances the performance. Nomor asks RAN1 to discuss whether a larger antenna height, such as 75m, should be defined as the baseline assumption or if this height is considered too high for real-world scenarios.

	Intel
	In general, we are fine with the above proposal. 
We would like to clarify the detailed deployment scenario in the template, especially ISD for rural and urban scenario. It is good to align the ISD for each deployment scenario so as to provide meaningful coverage analysis for different physical channels. 

	Ericsson
	The template has the merit of explicitly including key parameters like antenna gain and interference margin seems more complicated for the purpose of evaluating a link budget and determining bottleneck channels.  We propose something closer to the ‘classical’ link budget of 38.913 and 36.864, but that uses the calculation of hardware link budget (rows 23a and 23b) from the IMT 2020 template.  The detailed parameters like HARQ gain, boosting, etc., can be built into the required SINR, while other needed parameters are defined by the scenario.
Maximum Loss Calculation Template
	Physical channel name
	Value

	Transmitter
	

	(1) Tx power  (dBm)
	

	Receiver
	

	(2) Thermal noise density (dBm/Hz)
	

	(3) Receiver noise figure (dB)
	

	(4) Interference margin (dB)
	

	(5) Occupied channel bandwidth (Hz)
	

	(6) Effective noise power
         = (2) + (3) + (4) + 10 log(5)  (dBm)
	

	(7) Required SINR (dB)
	

	(8) Receiver sensitivity
         = (6) + (7) (dBm)
	

	(9) MaxCL 
         = (1) - (8) (dB)
	

	(10) Antenna Gain 
	

	(11) Maximum isotropic loss (a.k.a. ‘Hardware link budget’) = (9)+(10)
	




	Sierra Wireless
	We are fine with above template. 

	CATT
	Support the proposal. We need to clarify which channel model is used for the evaluation.
Although there is no harm to maintain spectral efficiency in the template, we would like to remind that SE is not used in the link budget template. Furthermore, it is determined by the data rate and the frame structure. Once both data rate and frame structure are determined, the SE will be calculated automatically in the template. 

	Qualcomm
	This link budget table is not our preferred template. We prefer to use a table similar to the link budget table presented in 36.824.
With regard to this table, we are concerned with the fields (5), and (11bis). They seem to suggest that a static beamforming/combining gain is assumed. As expressed earlier, we are concerned about such assumptions and would rather rely on link-level simulations to evaluate the actual gains that a cell-edge UE is likely to experience. We would prefer that these gains be reflected directly in (19a) and (19b).
Similarly, we need separate assumptions on (4) and (11) for rural and urban scenarios where antenna configurations are likely to be significantly different.
(21b) will also need to be examined carefully using link-level curves with and without HARQ.

	Samsung
	In our understanding, we assume the H-ARQ gain for data channel if we do not consider the retransmission for data channel by HARQ process. However, PUSCH for voice traffic should be considered with HARQ process due to the features of voice traffic followed as: vocoder output periodically happens at every 20 ms; In addition, there is delay budget, around 50ms for good quality of user experience.
Based on those features, there are different configuration for PUSCH transmission depending on FDD or TDD configuration. E.g., in FDD, PUSCH for voice traffic can be transmitted with 4 slot aggregation and PUSCH for voice traffic can be re-transmitted at maximum 4 times by HARQ ACK/NACK since the maximum time resource per vocoder output is 20 ms in 15kHz SCS. However, in case of TDD scenario, the maximum time resource per vocoder output cannot be 20ms in 15kHz SCS since there is only less UL resource in 20ms.
Therefore, for exact evaluation of voice traffic, repetition and retransmission should be considered and hence H-ARQ gain for data channel can be different depending on the services, eMBB or VoIP.

	CMCC
	We are generally fine with the proposal.


	Sharp
	We support the proposal.

	China Telecom
	Support the above proposal.

	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	We are fine with this table. We have to identify the path loss models for long range coverages such as LMLC scenarios and beyond.

	vivo
	We are fine with the above proposal.

	Sony
	We are OK with using the proposal. Rows from 24 onwards are not necessary. 
We also like the approach and template proposed by Ericsson
An issue we have with row (3) is that it assumes that the whole gNB DL transmit power is applied to a single UE in the DL. Whereas the UL transmissions from different UEs at the edge of coverage can be multiplexed, the approach of applying all the gNB DL transmit power to a single UE does not allow UEs to be multiplexed in the DL. We think it would be more realistic if a fraction (fraction = TBD) of the gNB DL transmit power is applied to a single UE. 

	Charter
	Share concerns similar to Qualcomm, which motivates using the link budget template in 36.824.

	Huawei, HiSilicon
	Support.

	OPPO
	The link budget template is acceptable to us. If channel model is not valid for long distance, another option is to only consider the 12km, which already helpful in evaluation. 



Companies are encouraged to provide views on the parameters with TBD in Table C. 
	Parameters and descriptions
	Companies
	Comments

	Receiver array gain for BS
· Option 1: Reuse the formula in IMT-2020 self-evaluation to calculate the array gain, 
array gain = 10 * 1og10 (number of receive antennas/number of receive TxRUs)
· Options 2: Other methods
	ZTE
	We are not sure how to model this accurately for different channels. That’s one reason we suggest SLS based method. We are glad to see proposals based on Option 2.

	
	Nokia/NSB
	Option 1.

	
	Nomor Research GmbH
	Nomor supports the option 1.

	
	Intel
	Option 1

	
	Ericsson 
	We propose option 2 is used when system simulations are not used.  Option 2 should be based on statistics derived at the system level.

	
	Sierra Wireless
	Option 1

	
	CATT
	Option1

	
	Qualcomm
	We propose Option 2: Incorporate beamforming/combining gains into link-level simulations
Receive array gain cannot be assumed to be a fixed constant. This is particularly important for cell-edge UEs where challenging channel conditions may make reliable channel estimation difficult, thereby decreasing the potential beamforming gains. In addition, Option 1 does not accurately reflect diversity gains from using a large number of TXRUs. We propose to incorporate beamforming/combining gain into link-level simulations where appropriate number of TXRUs are assumed at the receiver and realistic channel estimation and combining is taken into account.

	
	Samsung
	We support option 1.

	
	CMCC
	Option 1

	
	China Telecom
	Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	We support views of Qualcomm and Ericsson. A meaningful array gain definition is needed to cover the behaviour in the entire cell.

	
	Sharp
	Option 1

	
	vivo
	Option 1 for UE specific channels
For DL broadcast channels, the array gain may not as ideal as that in option 1, companies can report the array gain assumptions for broadcast channels.

	
	Sony
	Option 1

	
	Huawei, HiSilicon
	Option 1

	
	OPPO
	Option 1

	Receiver interference density for control channel
· Option 1: The same value in IMT-2020.
-161.70 dBm/Hz for UL, -169.30 dBm/Hz for DL. 
· Option 2: Other values
	ZTE
	We are not sure how to model this accurately. That’s one reason we suggest SLS based method. We are glad to see proposals based on Option 2.

	
	Nokia/NSB
	Option 1.

	
	Nomor Research GmbH
	Nomor supports the option 1.

	
	Intel
	Option 1

	
	Ericsson
	We propose option 2 is used when system simulations are not used.  Option 2 should be based on statistics derived at the system level.

	
	Sierra Wireless
	Option 1

	
	CATT
	Option 1

	
	Qualcomm
	While we do not prefer to use this link budget template, we are okay with option 1 for this template.

	
	Samsung
	We support option 1.

	
	China Telecom
	Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Support Ericsson proposal. 

	
	Sharp
	Option 1

	
	vivo
	Option 1

	
	Sony
	Option 1. We would be OK with other reasonable numbers, but RAN1 should decide on values for the interference density and not assume that different companies will independently calculate interference densities via independent SLS. 

	
	Huawei, HiSilicon 
	Option 1

	
	OPPO 
	Option 1

	Receiver interference density for data channel
· Option 1: The same value in IMT-2020.
-165.70 dBm/Hz for UL, -169.30 dBm/Hz for DL. 
· Option 2: Other values
	ZTE
	We are not sure how to model this accurately. That’s one reason we suggest SLS based method. We are glad to see proposals based on Option 2.

	
	Nokia/NSB
	Option 1.

	
	Nomor Research GmbH
	Nomor supports the option 1.

	
	Intel
	Option 1

	
	Ericsson
	We propose option 2 is used when system simulations are not used.  Option 2 should be based on statistics derived at the system level.

	
	Sierra Wireless
	Option 1

	
	CATT
	Option 1

	
	Qualcomm
	While we do not prefer to use this link budget template, we are okay with option 1 for this template.

	
	Samsung
	We support option 1.

	
	China Telecom
	Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Support Ericsson proposal

	
	Sharp
	Option 1

	
	vivo
	Option 1

	
	Sony
	Option 1. We would be OK with other reasonable numbers, but RAN1 should decide on values for the interference density and not assume that different companies will independently calculate interference densities via independent SLS. 

	
	Huawei, HiSilicon 
	Option 1

	
	OPPO
	Option 1

	Lognormal shadow fading std deviation for control channel
· Option 1: The same value in IMT-2020.
· Urban: 6 dB for NLOS O-to-I
· Rural: 8 dB for NLOS O-to-I, 8 dB for NLOS O-to-O
· Rural with long distance: 8 dB for LOS O-to-O
Option 2: Other values
	ZTE
	We are fine with Option 1 for link budget calculation. 

	
	Nokia/NSB
	Option 2. The shadow fading standard deviation is associated with path loss model. Since, data and control channels use the same PL model, the standard deviation values for data and control channels should be the same.
Similar to the comment above for control channel, according to Tables A1-3 and A1-5 in ITU-R M.2412-0 “Guidelines for evaluation of radio interface technologies for IMT-2020”, the shadow fading standard deviations for respective scenarios are:
· Urban: 6 dB for NLOS.
· Rural: 8 dB for NLOS and 6 dB for LOS.
The corresponding slopes of PL models are:
· Urban: 43.42-3.1log10(hBS) for NLOS
Rural: 43.42-3.1log10(hBS) for NLOS and 40 for LOS

	
	Nomor Research GmbH
	Nomor supports the option 1.

	
	Intel
	Option 1

	
	Ericsson
	These values should be determined according to the agreed scenarios with their channel models.

	
	Sierra Wireless
	Option 1

	
	CATT
	Option 1

	
	Qualcomm
	While we do not prefer to use this link budget template, we are okay with option 1 for this template.

	
	Samsung
	We are okay with Option 1.

	
	China Telecom
	Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Option 1

	
	CMCC
	We are OK with Option 1, but we share the same view with Nokia that Lognormal shadow fading std deviation should be the same for control channel and data channel.

	
	vivo
	Option 1

	
	Sony
	Not required. Stop link budget at row 23b

	
	Huawei, HiSilicon
	Urban: 7dB for NLoS O-to-I [table 7.5-6, 38][table 7.3-6, 39][table A1-18, 40] rather than 6 dB for NLoS O-to-O. 
Agree with other shadow fading std values for rural and rural with long distance scenarios
(should be the same with ‘Lognormal shadow fading std deviation for data channel’ listed below)

	
	OPPO
	Option1.

	Shadow fading margin for control channel
· Option 1: The same value in IMT-2020.
· Urban: 7.56 dB for NLOS O-to-I
· Rural: 8.45 dB for NLOS O-to-I, 10.45 dB for NLOS O-to-O
· Rural with long distance: 8.06 dB for LOS O-to-O
· Option 2: Other values
	ZTE
	We are fine with Option 1 for link budget calculation. 

	
	Nokia/NSB
	Option 2. The slope of PL model and shadow fading standard deviation should be aligned first. The shadow fading margin can then be calculated based on the slope, standard deviation and cell area reliability requirement.
In addition, it should be clarified that how to calculate the shadow fading margin for O2I and O2O since the standard deviation and slope is the same for both O2I and O2O, for a given PL model.

	
	Nomor Research GmbH
	Nomor supports the option 1.

	
	Intel
	Option 1

	
	Ericsson
	These values should be determined according to the agreed scenarios with their channel models.

	
	Sierra Wireless
	Option 1

	
	CATT
	Option 1

	
	Qualcomm
	While we do not prefer to use this link budget template, we are okay with option 1 for this template.

	
	China Telecom
	Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Option 1

	
	Samsung
	We are okay with Option 1.

	
	vivo
	Option 1

	
	Sony
	Not required. Stop link budget at row 23b

	
	Huawei, HiSilicon 
	Agree on the value for Urban and Rural scenarios, and the value for Rural with long distance should be recalculated as 5.2dB for LOS O-to-O scenario [41], rather than 8.06 which is calculated for NLoS case [42]. 

	
	OPPO
	Option 1

	Lognormal shadow fading std deviation for data channel
· Option 1: The same value in IMT-2020.
· Urban: 7 dB for NLOS O-to-I
· Rural: 8 dB for NLOS O-to-I, 8 dB for NLOS O-to-O
· Rural with long distance: 6 dB for LOS O-to-O
Option 2: Other values
	ZTE
	We are fine with Option 1 for link budget calculation. 

	
	Nokia/NSB
	Option 2. The shadow fading standard deviation is associated with path loss model. Since, data and control channels use the same PL model, the standard deviation values for data and control channels should be the same.
Similar to the comment above for control channel, according to Tables A1-3 and A1-5 in ITU-R M.2412-0 “Guidelines for evaluation of radio interface technologies for IMT-2020”, the shadow fading standard deviations for respective scenarios are:
· Urban: 6 dB for NLOS.
· Rural: 8 dB for NLOS and 6 dB for LOS.
The corresponding slopes of PL models are:
· Urban: 43.42-3.1log10(hBS) for NLOS
Rural: 43.42-3.1log10(hBS) for NLOS and 40 for LOS

	
	Nomor Research GmbH
	Nomor supports the option 1.

	
	Intel
	Option 1

	
	Ericsson
	These values should be determined according to the agreed scenarios with their channel models.

	
	Sierra Wireless
	Option 1

	
	CATT
	Option 1

	
	Qualcomm
	While we do not prefer to use this link budget template, we are okay with option 1 for this template.

	
	Samsung
	We are okay with Option 1.

	
	China Telecom
	Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Option 1

	
	CMCC
	We are fine with Option 1, but we think that Lognormal shadow fading std deviation should be the same for control channel and data channel, e.g., 7 dB for Urban for data channel should be modified to 6 dB as for control channel, and 8dB for Rural with long distance for data channel should be modified to 6dB to align with control channel.

	
	vivo
	Option 1

	
	Sony
	Not required. Stop link budget at row 23b

	
	Huawei, HiSilicon
	Option 1

	Shadow fading margin for data channel
· Option 1: The same value in IMT-2020.
· Urban: 4.48 dB for NLOS O-to-I
· Rural: 5.13 dB for NLOS O-to-I, 6.61 dB for NLOS O-to-O
· Rural with long distance: 4.79 dB for LOS O-to-O
· Option 2: Other values
	ZTE
	We are fine with Option 1 for link budget calculation. 

	
	Nokia/NSB
	Option 2. The slope of PL model and shadow fading standard deviation should be aligned first. The shadow fading margin can then be calculated based on the slope, standard deviation and cell area reliability requirement.
In addition, it should be clarified that how to calculate the shadow fading margin for O2I and O2O since the standard deviation and slope is the same for both O2I and O2O, for a given PL model.

	
	Nomor Research GmbH
	Nomor supports the option 1.

	
	Intel
	Option 1

	
	Ericsson
	These values should be determined according to the agreed scenarios with their channel models.

	
	Sierra Wireless
	Option 1

	
	CATT
	Option 1

	
	Qualcomm
	While we do not prefer to use this link budget template, we are okay with option 1 for this template.

	
	China Telecom
	Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Option 1

	
	Samsung
	We are okay with Option 1.

	
	vivo
	Option 1

	
	Sony
	Not required. Stop link budget at row 23b

	
	Huawei, HiSilicon
	Option 1

	Penetration margin
· Option 1: The same value in IMT-2020.
· Urban: 26.25 dB for NLOS O-to-I
· Rural: 9.00 dB for NLOS O-to-O, 12.50 dB for NLOS O-to-I
· Rural with long distance: 9.00 dB for LOS O-to-O 
· Option 2: Other values
	ZTE
	Penetration margin is frequency dependent. We suggest using the model in TS 38.901. More specifically, 
· For O2I: Both low-loss and high-loss models are considered to urban scenario, and only the low-loss model is considered to rural scenario, according to Table 7.4.3-2 of TS 38.901.
· For O2O: Car penetration loss is used, following distribution [image: ] with  μ = 9, and σP = 5.

	
	Nokia/NSB
	Option 2 as follows: The values for O-to-I are the same as for Option 1, but the values for O-to-O apply only for high speed UEs, i.e., UEs inside vehicles (of any type). Penetration margin for low speed O-to-O UE should be 0 dB.

	
	Nomor Research GmbH
	Nomor supports the option 1.

	
	Intel
	Option 1

	
	Ericsson
	These values should be determined according to the agreed scenarios with their channel models.

	
	Sierra Wireless
	Option 1

	
	CATT
	Option 1

	
	Qualcomm
	While we do not prefer to use this link budget template, we are okay with option 1 for this template.

	
	China Telecom
	Option 1.

	
	Samsung
	Option 2. In TR 38.900, there is the equations for penetration loss in terms of the carrier frequency and channel model. We can calculate the penetration margin based on the equation especially for FR2, although the values are similar to Option 1.

	
	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	Option 1

	
	CMCC
	We want to clarify why there is 9 dB penetration loss for O-to-O, shouldn’t this be 0dB? 
For penetration loss for O-to-I, we think using the same value for different frequencies is not suitable. We propose to consider the following value in R1-2003970 for different frequencies based on our field trial results carried out by 5 vendors.
	
	Penetration loss (consider Brick wall)

	700MHz
	9 dB (refer to 900MHz result)

	2GHz
	13dB

	2.6GHz
	15 dB

	4 GHz
	21dB 
refer to 3.5GHz(20dB) and 4.9GHz(23dB)




	
	vivo
	Option 1

	
	Sony
	Not required. Stop link budget at row 23b

	
	Huawei, HiSilicon
	Option 1

	Other parameters
	ZTE
	Assumptions on other parameters should be aligned with the conclusion from section 2.1.3.

	
	Ericsson
	We propose the scenarios listed in Appendix A4.1

	
	
	

	
	
	



(2) Link budget template in TR 36.824
Reuse MCL calculation template employed in TR 36.824, some parameters identified with TBD (To Be Determined) in Table D need to be discussed and determined. In order to facilitate discussion on simulation assumptions based on MCL in TR 36.824, we have the following proposal:
Proposal: 
· For the link budget template in TR 36.824, adopt Table D for the baseline performance calculation for FR1.
Table D MCL calculation template in TR 36.824 for FR1
	Parameters
	Value

	Transmitter

	(1) Tx power (dBm)
	23

	Receiver

	(2) Thermal noise density (dBm/Hz)
	-174

	(3) Receiver noise figure (dB)
	TBD

	(4) Interference margin (dB)
	TBD

	(5) Occupied channel bandwidth (Hz)
	TBD

	(6) Effective noise power
         = (2) + (3) + (4) + 10 log(5)  (dBm)
	-

	(7) Required SINR (dB)
	Obtained from link-level simulations

	(8) Receiver sensitivity
         = (6) + (7) (dBm)
	-

	(9) MCL 
         = (1)  (8) (dB)
	-



Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Intel
	For MCL based analysis, it is important to determine overall coverage enhancement target, which can be based on the worst coverage performance or other metric. Subsequently, the coverage gap for different physical channels can be identified accordingly. It is more appropriate to align the overall coverage enhancement target among companies.   

	Ericsson
	We think this table is a good starting point, but is missing antenna gain.  Therefore, we propose to add rows (10) and (11) as described above.

	NTT DOCOMO
	We propose to add “Tx antenna gain (dBi)”, “Rx antenna gain (dBi)”, (Implementation margin (including cable/body loss) (dB)), (Shadow fading margin), and (Penetration margin (dB)) for clarification. On the other hand, we don’t intend to define common parameter for the study, so companies can use their own parameters.

	SoftBank 
	We are fine with this proposal.
We can discuss further regarding the necessity of antenna gain in this table. 

	Qualcomm
	We support this proposal. An MCL-focused link budget is straightforward and provides the necessary insight. We would like to emphasize that we do not want to assume constant/fixed/static beamforming/combining gains in our link budget analysis. Link-level simulations should take into account realistic beamforming gains and this should be implicitly factored into the required SINRs for each PHY channel.

	KDDI
	Basically, we are fine with this proposal. Whether additional parameters e.g., antenna gain, are needed or not should be discussed if needed. 

	Sharp
	We support the proposal.

	Sony
	We are OK with the proposal. The TBD values are common with the previous proposal (for reuse of the IMT-2020 link budget).
We are also fine to include antenna gain, as per Ericsson proposal (but then the last row is probably not termed “MCL” anymore).

	Charter
	We support the proposal.



Companies are encouraged to provide views on the parameters with TBD in Table D.
	Parameters and descriptions
	Companies
	Comments

	Receiver noise figure (dB)
	Intel
	Can be based on IMT submission template, i.e., 5dB at BS and 7dB at UE.  


	
	Ericsson
	gNB: 5 dB; UE: 7 dB

	
	NTT DOCOMO
	We can follow the IMT 2020, 5dB for BS and 7 dB for UE

	
	InterDigital
	gNB : 5dB; UE: 9dB, following TR 38.802

	
	Qualcomm
	We propose 5 dB for gNB and 7 dB for UE

	
	Sharp
	9 dB for DL, 5 dB for UL

	
	Sony
	See table C: 5 for UL, 7 for DL

	Interference margin (dB)
	Intel
	0dB can be assumed as it is for coverage enhancement study. 

	
	Ericsson
	These values should be determined according to the agreed scenarios with their channel models.

	
	NTT DCOOMO
	We prefer to consider the interference margin, e.g. 2 dB, since the study is for cell edge.

	
	Qualcomm
	We acknowledge the difficulty of choosing appropriate margins. To take this discussion forward,  we propose to reuse the receiver interference density values used in IMT-2020.
For control channel:
-161.70 dBm/Hz for UL, -169.30 dBm/Hz for DL. 
For data channel
-165.70 dBm/Hz for UL, -169.30 dBm/Hz for DL. 


	
	Sharp
	0 dB

	
	Sony
	Basically agree with the Qualcomm comment.
See table C: e.g. for data channel : -165.70 dBm/Hz for UL, -169.30 dBm/Hz for DL.

	Occupied channel bandwidth (Hz)
	Intel
	This depend on the simulated channels. Similar values can be considered as for IMT submission template. 

	
	Ericsson
	700 MHz: 20 MHz (10 MHz simulated; FDD)
4 GHz: 400 MHz (100 MHz simulated; TDD)

	
	NTT DOCOMO
	It’s up to the number of RBs, so the appropriate number may be used accordingly.

	
	Qualcomm
	Occupied channel bandwidth should reflect the number of occupied PRBs. This applies to all PHY channels under consideration.

	
	Sony
	The occupied channel BW will depend on the proponent (e.g. a proponent that favours high-PSD transmissions in the UL would have a smaller occupied channel bandwidth than a proponent that favoured coding gain)

	Other parameters
	Ericsson
	See Appendix A4.1

	
	NTT DOCOMO
	We need to define BS Tx power for DL as well.

	
	SoftBank
	Agree with DOCOMO



2.1.5 Other channels for FR1
The channel-specific parameters for other channels, e.g. PDSCH, PDCCH, PRACH, Msg3, SSB/PBCH, are summarized based on companies’ input in Appendix 3. 
Due to lack of sufficient inputs and detailed simulation assumptions for other channels, we would like to invite companies to provide further views and comments.
	Channel
	Companies
	Comments

	PDSCH
	ZTE
	Reusing simulation assumptions as PUSCH except for the waveform which should be OFDM. 

	
	Nokia/NSB
	In our view, full bandwidth allocation and lowest possible MCS index should be assumed for coverage study. The same observations we made on PUSCH on the TDD frame structure apply for PDSCH.

	
	Nomor Research GmbH
	We have observed in our simulation results [26] for rural long distance scenario that PDSCH performance meets the 1Mbps throughput criterion defined in SID. Therefore, Nomor believes that is not necessary to further investigate PDSCH on coverage enhancement.

	
	Intel
	The same evaluation methodology and simulation assumption for PUSCH can be considered. In particular, TBS/MCS/the number of PRBs/symbols can be determined for deployment scenario and frame structure.  
Based on our simulation results, we do not see the need for PDSCH coverage enhancement in FR1. 

	
	Ericsson
	700 MHz:
· Link and rank adaption based on 20 slot wideband CSI feedback periodicity and HARQ with up to three retransmissions. 52 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 12 symbols (2 symbols reserved for PDCCH), 
· overhead due to CSI-RS and TRS with 20ms period 
· 10% BLER
4 GHz:
· Link and rank adaption based on 20 slot wideband CSI feedback periodicity and HARQ with up to three retransmissions. 273 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 12 symbols (2 symbols reserved for PDCCH), 
· overhead due to CSI-RS and TRS with 20ms period 
· 10% error rate

	
	NTT DCOOMO
	The same simulation assumption for PUSCH may be used with considering the TDD configuration and different target data rate (which may affect to number of RB and MSC).

	
	CATT
	Based on our simulation results which shown in R1-2003652, PDSCH is not the bottleneck.

	
	Qualcomm
	Table 6 in our tdoc lists the set of parameters used for PDSCH. Full band allocations are assumed with at least 3 DMRS symbols and 9 data symbols. Most importantly, we use closed-loop beamforming based on SRS transmissions to accurately model beamforming gains seen by a cell-edge UE. Unicast PDSCH is not seen to be a bottleneck.

	
	Panasonic
	Most of simulation assumptions for PUSCH can be reused except for the waveform (if DFT-s-OFDM is assumed for PUSCH) and frequency hopping.
Performance target: 10% iBLER.

	
	Samsung
	Based on the link-budget results in IMT2020 self-evaluation, the DL channel is not a bottleneck for coverage for FR1. In order to focus on the channel with high priority, we do not need to identify the coverage performance for PDSCH.

	
	vivo
	The same evaluation methodology in ITU self-evaluation can be reused.
QPSK, 1/3 code rate can be assumed.

	
	Huawei, HiSilicon
	We have presented our simulation results in [13], observations show that PDSCH can achieve target data rate under all scenarios defined in SID except rural with long distance scenario with ISD=12km

	PDCCH
	ZTE
	AL: 8 or 16;
Payload: 40 bits for fallback DCI, 30 bits for compact DCI.

	
	Nokia/NSB
	AL16, DCI payload size 40 bits, 2 OFDM symbols and CORESET bandwidth 48 PRBs is our preferred configuration. 

	
	Nomor Research GmbH
	We have observed in our simulation results that PDCCH coverage performance is sufficient in the rural long distance scenario エラー! 参照元が見つかりません。. Therefore, Nomor believes that it is not necessary to further investigate PDCCH on coverage enhancement.

	
	Intel
	AL 8. Payload size = 40 bits. 
CORESET size = 2 symbols and 48 PRBs. 

	
	Ericsson
	700 MHz:
· PDCCH using aggregation level 16 and DCI format 0_0 or 1_0 with payload of 39bits+24bits CRC
· CORESET 48 PRBs, 2 symbols, non-interleaved mapping,
· precoder cycling
· 1% and 10% error rate
4 GHz:
· PDCCH using aggregation level 16 and DCI format 0_0 or 1_0 with payload of 44bits+24bits CRC
· CORESET 273 PRBs, 2 symbols, non-interleaved mapping,
· precoder cycling
· 1% and 10% error rate

	
	NTT DOCOMO
	AL : 16, payload size = 24 bits.

	
	CATT
	Based on our simulation results which shown in R1-2003652, PDCCH is not the bottleneck.

	
	Qualcomm
	As mentioned in our tdoc, we assumed AL8 PDCCH with a payload of 40 bits( + 24 bit CRC). Most critical in this evaluation is the beamforming gain assumed for broadcast PDCCH. We believe that in a MMIMO setup, broadcast PDCCH is unable to take advantage of beamforming gains available to unicast transmissions and therefore can become a potential bottleneck. 

	
	Panasonic
	Performance target: 1% BLER
Following parameters should be discussed/defined:
- CORESET size (2 symbols, 48 RBs)
- Aggregation level (8 or 16)
- Payload size
- CCE-to-REG mapping type (interleaved or non-interleaved), interleaver size, precoder granularity

	
	Samsung
	Based on the link-budget results in IMT2020 self-evaluation, the DL channel is not a bottleneck for coverage for FR1. In order to focus on the channel with high priority, we do not need to identify the coverage performance for PDCCH.

	
	vivo
	Parameters for DCI format 1-0 can be assumed, if AL=8 and AL=16 can be considered as baseline.

	
	Huawei, HiSilicon
	We have presented our simulation results in [13], observations show that PDCCH can achieve target coverage under all scenarios defined in SID except rural with long distance scenario with ISD=12km

	
	OPPO
	We need to evaluate PDCCH.

	PRACH
	ZTE
	NR PRACH preamble format 1 and format 2 are prioritized.

	
	Nokia/NSB
	We propose to include C2 preamble in the study.

	
	Intel
	For FR1, PRACH format 0 is assumed. 
Performance metric is 1% miss detection probability with 0.1% false alarm target. 

	
	Ericsson
	700 MHz:
· Format 0
· 10% and 1% missed detection at 0.1% false alarm probability, with maximum timing estimation error 50% of the normal CP length and 64 preambles per cell
· Initial timing offset uniformly distributed in [0, 23 µs] corresponding to 6 km intersite distance (ISD).
4 GHz: 
· Format B4 (12 symbols)
· 10% and 1% missed detection at 0.1% false alarm probability, with maximum timing estimation error 50% of the normal CP length and 64 preambles per cell
· Initial timing offset uniformly distributed in [0, 1.9 µs] for 500 m ISD and [0, 6.7 µs]  1732 m ISD

	
	Qualcomm
	As mentioned in our tdoc, we assumed format B4 for RACH spanning 12 symbols and having a sequence length of 139. No significant issues were identified.

	
	vivo
	PRACH format B4 for TDD network. PRACH format B4 has the greatest number of repetitions in PRACH formats with normal SCS (i.e., 15kHz, 30kHz).
Although PRACH format 0-3 may have better coverage, it is difficult to be deployed due its long duration and limited UL slots in TDD network.

	Msg3
	ZTE
	TBS of 144 bits and 10%rBLER are assumed as defined in TS 36.824. Other parameters follow that of PUSCH.

	
	Nokia/NSB
	TBS of 56 bits (72 bits optional).

	
	Intel
	TBS of 56 or 72 bits can be assumed. 1 or 2 PRBs with 14 symbols can be considered for Msg3 PUSCH simulations. 

	
	Ericsson
	700 MHz:
· PUSCH with 7 bytes payload,
· MCS 0, 2 PRBs, 3 DMRS symbols 11 symbols with PUSCH, 
· With 7 re-transmissions (8 attempts), using different frequency for different attempts. No PDCCH errors.
· 1% and 10% error rate
4 GHz:
· PUSCH with 7 bytes payload,
· MCS 0, 2 PRBs, 3 DMRS symbols 11 symbols with PUSCH, 
· With 7 re-transmissions (8 attempts), using different frequency for different attempts. No PDCCH errors.
· 1% and 10% error rate

	
	Qualcomm
	As mentioned in our tdoc, we assumed a PUSCH transmission with 2-4 RB allocation to carry msg3 payload of size 56 or 72 bits. Lack of repetition of msg3 becomes a bottleneck especially when considering voice services.

	
	Samsung
	56bits, 2DMRS OS, 2PRB, 15KHz (optional 30KHz)

	
	vivo
	56 bits or 144 bits can be assumed as that in TR 36.824.

	
	Huawei, HiSilicon
	We have presented our simulation results in [13], observations show that msg3 can achieve target coverage under all scenarios defined in SID except rural scenario with ISD=1732m under TDD mode and rural with long distance scenario with ISD=12km

	SSB/PBCH
	ZTE
	A combination of 4 SSBs in 80 ms is assumed

	
	Intel
	4 SSB combinations in TTI with 80ms. 

	
	Ericsson
	700 MHz:
· SSB transmitted with 20ms periodicity
· 10% and 1% residual BLER after 4 retransmissions within MIB TTI of 80ms, UE is not assumed to know the SS/PBCH block index, wideband precoder, cycled for different transmissions  
4 GHz:
· SSB transmitted with 20ms periodicity
· residual BLER after 4 retransmissions within MIB TTI of 80ms, UE is not assumed to know the SS/PBCH block index 
1% and 10% error rate

	
	Qualcomm
	As mentioned in our tdoc, typical assumptions on transmission of SSB/PBCH with the receiver potentially combining more than one instance of SSB to improve performance. No significant issues were identified.

	
	vivo
	4 SSB combination in TTI with 80ms. Due to SSBs are usually transmitted using wide beam, it is too ideal if the array gain is the ideal BF gain, as that in ITU self-evaluation. Companies can report the evaluation methodology for broadcast channel, including SSB, broadcast PDCCHs.

	
	Charter
	4 GHz:
· SSB transmitted with 20ms periodicity with L_max = 4
· Cell detection probability based on joint PSS/SSS detection with a target rate of 90% with one-shot detection.
· Residual PBCH BLER within TTI of 80 ms


	Other channels
	Ericsson
	MSG2:
700 MHz:
· PDSCH with 8 bytes payload, 
· MCS 0 with transport block scale factor 0.25, 12 PRBs, 
· DMRS symbol, 9 symbols with PDSCH 
· (and 2 symbols reserved for PDCCH)
· precoder cycling
· 1% and 10% error rate
4 GHz:
· PDSCH with 8 bytes payload, 
· MCS 0 with transport block scale factor 0.25, 12 PRBs, 
· DMRS symbol, 9 symbols with PDSCH 
· (and 2 symbols reserved for PDCCH)
· precoder cycling 
· 1% and 10% error rate

	
	Sony
	General comment: many of the parameters for the above channels, especially PDSCH and PDCCH, have already been discussed elsewhere in this document. Preliminary simulations can be done based on these assumptions. Detailed assumptions can be defined at RAN1#102e.

	
	
	



2.1.6 Target performance metric
There are two main options for the target performance metric.
· Option 1: The target path loss derived from the target ISD is considered as the target performance.
· Option 2: The target MCL is considered as the target performance.

Companies are invited to provide views on the above options. 
	Companies
	Comments

	ZTE
	Directly setting a target based on Option 1 or Option 2 would be a bit subjective. So, our first preference is to use system-level simulation to obtain the target performance, (i.e. the 5th percentile downlink or uplink SINR value in CDF curve).
If Option 1 is chosen, our preference is follows.
· Urban: Target ISD = 400/500m
· Rural: Target ISD = 1732/6000m
· Rural with long distance: Target ISD = 12km/30km

If Option 2 is chosen, the target MCL can be derived by the coverage gap between LTE coverage at 2GHz and NR coverage at 4GHz. The reasoning is that, to make sure of the same gNB sites for NR and LTE, we have to make sure the coverage of NR is not less than the coverage of LTE. 

	Nokia/NSB
	Option 1. It would seem more reasonable to first agree/align on the EVM and simulation assumptions and then discuss ISD targets.

	Nomor Research GmbH
	Nomor supports option 1, based on target ISDs:
· Urban: ISD = 400/500m
· Rural: ISD = 1732/6000m
· Rural with long distance: ISD = 30km


	Intel
	It depends on which option (MCL or MPL) is considered for baseline coverage analysis. As mentioned above, for FR1, both options can be considered, but for FR2, it may be good to include the beamforming gain into the MCL analysis for coverage enhancement.
For option 1, we share similar view as ZTE that target ISD needs to be first determined for coverage analysis. 

	Ericsson
	Our first preference is also to compare the coverage % of the different channel using SINR CDFs from system level simulation.
If link budget based analyses are used, the bottleneck channels should be determined by comparing the maximum loss including antenna gain and interference margin.
So we propose option 3:
Option 3: Bottleneck channels are identified by selecting those that have the worst coverage, when antenna gain and interference are accounted for.

	NTT DOCOMO
	We prefer Option 2 and to use relative values for the target performance (e.g. improvement of the worst channels need to be considered), since it may be difficult to define common values for the assumption and it may be difficult to discuss the absolute values.

	CATT
	Support

	InterDigital
	We support Option 2.

	SoftBank
	We support option 2
As discussed in our contribution, MCL=147dB should be adopted for voice.
In our understanding, this discussion is very important to make NR more successful. The input from operators therefore should be carefully investigated. We don’t see a strong necessity to decide an exact target value at this meeting, and hence we prefer to continue discussion. 

	Qualcomm
	We propose Option 3: Target MCL and relative MCL differences are considered as performance metrics.
Choice of ISDs and the corresponding target pathloss values do not reflect real world deployments that tend to have large variabilities. To use this number as a hard cut off for coverage enhancement does not seem like the right approach. They can sometimes point to large shortfalls in coverage and in other instances can falsely suggest that no coverage issues exist.
We prefer to focus on relative gaps that may exist between the various PHY channels and aim to bridge these gaps to the extent possible. In particular, bridging any gap that may exist between uplink and downlink control channels is important to ensure basic call stability. Additionally, any effort to extend the coverage meeting minimum data rate requirements is also valuable.

	Panasonic
	It depends on which option (ISD or MCL) is considered. We are open to consider either way.

	Samsung
	We support the use of the ISD target, but we also agree to further discuss the performance target for different scenarios (different data rate targets, channel conditions, etc.). If we additionally consider the MCL used in 36.824 in terms of the evaluation methodology, it can be the target performance for MCL, such as balance of DL and UL channels or comparison between LTE and NR. It should not be additional burden for target performance.

	CMCC
	We prefer Option 1.
If Option 1 is chosen, our preference is follow.
· Urban: Target ISD = 400/500m
· Rural: Target ISD = 1732m
· Rural with long distance: Target ISD = 30km


	Apple
	We slight prefer option 1.

	China Telecom
	Support Option 1. The purpose of two options is the same. And the target path loss derived from the target ISD can be deemed as a kind of target MCL. The target ISD can reflect the practical deployment into the target performance.
If Option 1 is chosen, our preference is follows.
· Urban: Target ISD = 400/500m
· Rural: Target ISD = 1732/6000m
· Rural with long distance: Target ISD = 12km/30km

	IITH, IITM, CEWIT, RELIANCE JIO, TEJAS NETWORKS
	We want to see the maximum ISD that we can achieve using this study item.

	vivo
	Option 1

	Sony
	Option 2. Target MCL. “Hardware link budget” from IMT-2020 evaluation is alternatively OK.

	Charter
	Option 2.

	Huawei,
HiSilicon 
	Prefer Option 1.
We agree that the 500m, 1732m, 12km can be considered. More ISD options increase the evaluation workload. Different ISD may have different parameters including interference margin etc. and furthermore the we are lack of channel model for some of the ISD i.e. 30km, new channel model is needed, however it is a huge workload for this short SI. In our understanding, it would be more benefit to further narrow down ISD parameters for analysis. 

	OPPO
	We prefer the ISD scheme. Even it is not simpler as MCL, still it can give better evaluation on coverage.



2.2 FR2
2.2.1 Target data rates for FR2
(1) eMBB
Based on SID, the target data rates for FR2 were identified as follows, which need to be further discussed:
-	Indoor: DL: 25Mbps UL:5Mbps
-	Urban: DL: [25Mbps] UL: [5Mbps]
-	Suburban: DL: [1Mbps] UL: [50kbps]
Companies are invited to provide views on the target data rates for FR2. 
	Companies
	Comments

	CATT
	Support

	Samsung
	We support the proposal.

	ZTE
	We are fine with above target data rates for FR2 as a baseline. 

	NTT DOCOMO
	We are fine for the target data rate for Indoor and Urban. For Suburban we are fine, on the other hand, we prefer 200 kbps for UL to align with DL and UL ratio (5 : 1) for Indoor and Urban. 

	Nokia/NSB
	We are fine to confirm the target throughput identified in SID for FR2. We are also open to consider other values, especially for Urban. In fact, we would like to note that since the UL throughout targets for Urban and Indoor are the same. However, propagation conditions significantly differ between the two scenarios. If the throughput targets are the same, then RAN1 should agree to include at least one “UL-heavy” frame structure for the Urban scenarios, e.g., 3D1S6U (10D:2G:2U).

	Qualcomm
	Considering the large imbalance of link budget between UL and DL data, we are open to also consider a lower target UL data rate for Urban.

	Intel
	We support the proposal and we are fine to remove the bracket. 

	SONY
	Support. We also note that it may be challenging to support 5Mbps in the UL in the urban scenario.

	Ericsson
	We think 400 MHz system bandwidth should be used, since higher bandwidths are a primary advantage of FR2.  Therefore, the data rates should be higher.
Indoor and Urban: DL: 100, 200 Mbps; UL: 10, 20 Mbps

	vivo
	We support the proposal. For Urban O-to-I

	Verizon
	Support the proposal and considering the (more) uncertainy in RF2 and poentially large imbalance of link budget between UL and DL data, control/signalings should be designed with a margin over the lowerest data rate (another way of saying we are open to lower target UL data rate )

	InterDigital
	We support the target data rate for the indoor scenario

	CMCC
	We support the proposal as the starting point, but we think there may be some risk to keep the current UL target date rate for Urban O-2-I scenario, and we are open to further reduce the value. 


	Apple
	We support the proposal and the bracket can be removed.



(2) VoIP
Proposal: 
· The codec of VoIP for FR2 is the same as FR1

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	CATT
	Support

	Samsung
	We support the proposal. As commented in FR1, we also want to focus on the determination of TBS size. We prefer to determine TBS of 304 bits with 20ms data arriving interval as the starting point.

	ZTE
	Support the proposal. More precisely, we support of reusing the same TBS (320 bits) and data arriving interval (20 ms) as FR1.

	NTT DOCOMO
	We support the proposal.

	Nokia/NSB
	We support the proposal. Furthermore, it may be wiser to first agree on the codec, e.g., AMR or EVS, and then agree on TBS. Having said this, we propose to discuss VoIP parameterization in 8.4.1.1, given that VoIP is not prioritized for FR2.

	Qualcomm
	Support

	Intel
	We support the proposal

	SONY
	Support. As per Samsung and ZTE’s comments, from a RAN1 perspective, the important point is to define a TBS and interarrival time.

	Ericsson
	Agree with the proposal.

	vivo
	We support the proposal

	Verzion
	Support

	InterDigital
	We support the proposal. The corresponding TBS and arriving interval should also be agreed for better alignment in the evaluation assumptions.

	CMCC
	Support

	Apple
	We support the proposal.



2.2.2 Evaluation methodology
Based on the companies’ input for the evaluation methodology, there are two options summarized below.
· Option 1: Based on link-level simulation
· Step 1: Obtain the required SINR for the target physical channel under target scenarios and services.
· Step 2: Obtain the baseline performance based on required SINR and link budget template.
· Step 3: Obtain the target performance based on the target performance metric.
Support: Huawei, HiSilicon, CATT, vivo, Intel, Samsung, Nokia, Nokia Shanghai Bell, Sony, CMCC, Charter, InterDigital, NTT DOCOMO, Qualcomm (14 companies)

· Option 2: Based on link-level and system-level simulation
· Step 1: Obtain the required SINR for the target physical channel under target scenarios and services based on link-level simulation.
· Step 2: Obtain the target performance based on system-level simulation (i.e. the 5th percentile downlink or uplink SINR value in CDF curve).
Support: Ericsson, ZTE (2 companies)

We have the following proposal:
Proposal: 
· The evaluation methodology for FR2 is the same as FR1.

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	CATT
	Support

	Samsung
	We support the proposal.

	ZTE
	Support the proposal.
Regarding the two options, we have the same understanding as FR1. To be short, we are fine with Option 1 while also see the necessity of Option 2. 
One note for link budget template borrowed from ITU self-evaluation, we only have suggested values for FR1 in TS 37.910 while not for FR2. So, we may need more careful discussion on the detailed values for each components in the link budget template. 

	NTT DOCOMO
	We support the proposal.

	Nokia/NSB
	We support the proposal.

	Qualcomm
	We agree with the proposal and option 1 (link-level simulation)

	Intel
	Similar comment as for FR1. We support Option 1 and the proposal. 

	SONY
	We basically support the proposal, but there will inevitably be differences in the evaluation methodology between FR1 and FR2. A significant difference is the need to consider the spatial properties of the channel / spherical coverage aspects.
To be more specific, the link budget should take into account the spatial properties of the channel when the UE is in a worst case (or X%-ile, e.g. X=5) orientation. This beamforming pattern / spatial aspect can be derived from considering random UE orientations and channel realizations. and calculating the X%-ile antenna gain.  We don’t classify this as a full-blown system simulation.

	Ericsson
	Our view is that both link budget based analyses and system level simulations should be able to be presented.  We think the compromise proposal made for FR1 that reports both maximum coupling loss and maximum isotropic loss (a.k.a ‘hardware link budget’) can be used for the link budget based analyses in FR2 as well as FR1.  System level simulations are even more important for FR2, since RAN1 has less experience with FR2 evaluation.
We suggest to discuss scenarios and channel setups, as this is needed to define many of the parameters.  Please find more details on scenarios and channel setups in Appendix A1.

	vivo
	We support the proposal.

	Verizon
	As indicated in our FR1 comment, we are more inline with ZTE and Ericsson that both are needed but we can also support going with link level (proposal 1) with the understanding that parameters/assumptions should be chosen to taken into accout varions that better associated with system level simulation.

	InterDigital
	We support the proposal while we are open to discussion for details in each step in the proposal.

	CMCC
	Support

	Apple
	WE support the proposal, and Option 1.



2.2.3 Simulation assumptions for obtaining the required SINR
· Data channel
Companies are encouraged to provide views on the simulation assumptions for data channel including PUSCH and PDSCH in the following table. 
	Parameters and descriptions
	Companies
	Comments

	Frequency:
· Option 1: 30GHz
(Huawei, Hisilicon, vivo, Samsung, Nokia, Nokia Shanghai Bell, Ericsson)
· Option 2: 28GHz
(CATT, Intel, NTT DOCOMO, Qualcomm)
· Option 3: 26GHz
(CMCC)
	CATT
	Considering the operating band defined in Table 5.2-1 captured by TS38.101-2, we prefer 28 GHz. 

	
	Samsung
	We are fine with Option 2.

	
	ZTE
	We prefer Option1 as in our paper, while also open for other options. 

	
	NTT DOCOMO
	We support Option 2, since 28 GHz is the centre frequency of n257. 30 GHz and 26 GHz are edge or out of 3GPP bands.

	
	Nokia/NSB
	We considered Option1 in our paper since 30GHz is typical value used for IMT2020 self-evaluation. However, we are open to support Option 2 as second preference.

	
	Qualcomm
	We prefer option 2 (28GHz)

	
	Intel
	We prefer Option 2, but we are open to consider Option 1.

	
	SONY
	We are OK with any of these options as we think that the specific frequency chosen would minimally impact the evaluation results.

	
	Ericsson
	Option 1.  While the exact frequency is not critical, a single should be all that’s needed, and 30 GHz was used in prior evaluations.

	
	vivo
	We prefer option 1, and we are open to other options.

	
	Verizon
	Option 1 or Option 2.

	
	CMCC
	We prefer Option 3, but we are open to other options

	
	Apple
	Slight prefer option 2, open to other options

	Frame structure for TDD:
· Option 1: DDDSU (10D:2G:2U) (Huawei, Hisilicon, Ericsson, Nokia, Nokia Shanghai Bell)
· Option 2: DDDSUDDSUU
 (10D:2G:2U) (vivo, CATT)
· Option 3: DDSU (D:U=3:1) 
(NTT DOCOMO, Qualcomm)
	CATT
	We are also fine with Option1

	
	Samsung
	We support Option 1 and 2.

	
	ZTE
	We prefer Option2 as in our paper, while also open for other options. 

	
	NTT DOCOMO
	We support Option 1.

	
	Nokia/NSB
	We support Option 1, however we would like RAN1 to consider two frame structures for the FR2 study. As discussed above, and in the frame structure selection for FR1, we observe that “UL-heavy” frame structure selection can offer better coverage. These types of configuration are supported in NR and should be considered, at least as a benchmark. Therefore, we propose to add 3D1S6U (10D:2G:2U) in the list of considered frame structure for evaluation in FR2.

	
	Intel
	We are fine with option 1. 

	
	SONY
	We prefer option 1 or 3. We also have sympathy with the views of Nokia.

	
	Ericsson
	 3:1 ratio seems sufficient to us.

	
	vivo
	We are open to these options.

	
	Verizon
	Option 1. Then option 2.

	
	InterDigital
	For frame structure, referring to TR 36.284, we propose DDSUU since 2 out of 5 slots are reserved for UL in TR 36.824. We are also open to considering a frame structure that maximizes performance in both DL and UL. 

	
	CMCC
	We are fine with Option 1 or 2

	
	Apple
	Option 1.

	Subcarrier Space:
· Option 1: 120kHz 
(Huawei, Hisilicon, vivo, Samsung, Nokia, Ericsson, NTT DOCOMO, Qualcomm) 
· Option 2: 60kHz
(CATT, Intel)
	CATT
	We are also fine with option 1

	
	Samsung
	We support Option 1.

	
	ZTE
	We prefer Option1 as in our paper.  

	
	NTT DOCOMO
	We support Option 1.

	
	Nokia/NSB
	We support option 1. We note that Indoor scenario must consider 120kHz SCS and we should consider the same SCS for all scenarios in FR2.

	
	Qualcomm
	We support option 1

	
	Intel
	We prefer Option 2, but we are open to consider option 1. 

	
	SONY
	Option 1

	
	Ericsson
	Option 1; 120 kHz should be enough for evaluation

	
	vivo
	Option 1

	
	Verizon
	Option 1

	
	CMCC
	Option 1

	
	Apple
	Option 1

	BLER:
· Option 1: 10% for eMBB & 2% VoIP rBLER (Samsung)
· Option 2: 10% for eMBB
(Huawei, Hisilicon, vivo, CATT)  
· Option 3: 2% rBLER 
(NTT DOCOMO)
	CATT
	Not sure which traffic type is in mind for option 3. Is it for VoIP? We think the BLER for VoIP should also be addressed and fine with set 2% rBLER for it.

	
	Samsung
	We prefer Option 1 and prefer to consider the residual BLER for eMBB with low data rate in suburban scenario. In case of low data rate, it has a potential to get a significant gain by HARQ retransmission and slot aggregation compared to high data rate.

	
	ZTE
	Option 1 as FR1 

	
	NTT DOCOMO
	We prefer to use rBLER for both eMBB and VoIP to consider HARQ process.

	
	Nokia/NSB
	Option 1. Same definition as FR1.

	
	Intel
	Same metric as in FR1. 

	
	SONY
	Option 1 as a baseline. Companies can also simulate with a higher initial BLER target and apply HARQ re-transmissions to achieve a lower final BLER

	
	Ericsson
	Depends on the channel setup; see details below and in Appendix A1

	
	Vivo
	We support 10% for eMBB & 2% VoIP as that in FR1.

	
	Verizon
	Different channels may have different target, e.g., msg2. Agree with Ericsson.

	
	InterDigital
	We support Option 1; rBLER=2% and BLER=10% for VoIP and eMBB, respectively.

	
	Apple
	Option 1 same as FR1

	UE velocity:
Indoor:
· 3km/h
(Huawei, HiSilicon, vivo, CATT, Samsung, Nokia, Ericsson, Qualcomm)
Urban: 
· Option 1: 3km/h for indoor, 30km/h for outdoor
(vivo, Samsung, Nokia, Nokia Shanghai Bell, Ericsson) 
· Option 2: 3km/h 
(Huawei, HiSilicon, CATT, Qualcomm) 
Suburban 
· Option 1: 3km/h for indoor, 120km/h for outdoor
(Samsung, Nokia Nokia Shanghai Bell)
· Option 2: 3km/h for indoor, 30km/h for outdoor (Ericsson) 
· Option 3: 3km/h 
(Huawei, HiSilicon, CATT)
	Samsung
	We prefer Option 1 for both urban and suburban.

	
	ZTE
	Prefer 3km/h for indoor, and both Option 1 for urban and suburban.

	
	NTT DOCOMO
	We prefer to use a single parameter for Outdoor and Indoor for each scenarios, and thus we support 3km/h.

	
	Nokia/NSB
	Low speed UEs should move at 3 Km/h for both outdoor and indoor in all scenarios. Outdoor high speed UEs can move with 30 Km/h and 120 Km/h or Urban and Suburban, respectively. 

	
	Qualcomm
	We recommend considering both 3km/h and 30km/h for Urban outdoor

	
	Intel
	We prefer for indoor, 3km/h and for outdoor, 30km/h. 

	
	SONY
	For indoor we support 3 km/h makes. For outdoor both 30 km/h and 120 km/h can be studied for all scenarios.

	
	Ericsson
	For urban, prefer to start with 3 kmph, and later consider higher speeds e.g. 30 kmph.

	
	vivo
	We prefer 3km/h for indoor, and 30km/h for outdoor

	
	Verizon
	For indoor we support 3 km/h makes. For outdoor both 30 km/h and 120 km/h can be studied for all scenarios

	
	InterDigital
	We support to include 3km/h for outdoor scenarios. As Option 3, we propose to include 3km/hr for outdoor on top of 30km/hr and 120km/hr for urban and suburban scenario, respectively

	
	CMCC
	Option 2 for Urban and Option 3 for Suburban

	
	Apple
	Option 1 for Urban and Suburban

	
	
	

	
	
	

	
	
	

	
	
	

	Number of receive antenna elements for BS:
RuralIndoor:	Comment by Ericsson: 'Rural' is a typo?
· Option 1: 256
(Huawei, Hisilicon, Qualcomm) 
· Option 2: 128 (Ericsson) 
· Option 3: 64 (Samsung) 
· Option 4: 32 (vivo) 
· Option 5: 8 (Nokia, Nokia Shanghai Bell)
Urban:
· Option 1: 256
(Huawei, Hisilicon, vivo Samsung) 
· Option 2: 128
(Nokia, Nokia Shanghai Bell) 
· Option 3: 512 (Ericsson)
Suburban:
· Option 1: 256
(Huawei, Hisilicon, vivo Samsung) 
· Option 2: 128
(Nokia, Nokia Shanghai Bell) 
· Option 3: 512 (Ericsson)
Number of receive TxRUs for BS:
· Option 1: 2
· Option 2: Other value
	Samsung
	We prefer Option 1 for both urban and suburban. For Indoor scenario, we prefer Option 3 less than the number of receive antenna elements for urban/suburban scenario. For Number of receive TxRUs for BS, we prefer Option 1.

	
	ZTE
	Regarding the antenna elements: we prefer Option 3 for indoor, and both Option 1 for urban and suburban.
Regarding TxRUs, We support Option 1.

	
	NTT DOCOMO
	Number of receive antenna elements for BS:
In our understanding, number of antenna elements is for the link budget, not for the LLS. We are open for the number, on the other hand, we think we don’t have to define the number if MCL approach is selected.
Number of receive TxRUs for BS:
We support Option.1.

	
	Nokia/NSB
	Number of receive AE: Our preference is wrongly captured. For indoor we prefer 128, i.e., Option 2. However, we are open to considered different number of AEs, if they not exceed the maximum value noted in ITU-R M.2412-0 for IMT-2020 self-evaluation for respective scenarios.
Number of receive TxRU: Option 1.

	
	Qualcomm
	We prefer 256 antennas per polarization for both Rural and Urban.
Number of receive TxRUs for BS: Option 1 

	
	Intel
	For number of antenna elements for BS:
· We are fine for Option 1 (256) for all different scenarios. 
For number of TxRUs at BS:
· We support Option 1. 

	
	SONY
	No strong opinion on the number of elements, but we assume the BS supports two polarizations. 

	
	Ericsson
	Indoor deployments will use smaller arrays.
OK to start with 2T2R for gNB to model the analog case.  Higher numbers of TXRUs should not be precluded at this stage.

	
	vivo
	For number of antenna elements for BS, 256 is preferred for Urban, and less antennas should be assumed for IndoorHotspot.
For number of TxRUs, we prefer option 1.

	
	Verizon
	For outdoor, at least 256, or more, otherwise we are going backwards. Indoor will use smaller arrarys.

	
	CMCC
	Number of receive antenna elements for BS:
256 for all scenarios
Number of receive TxRUs for BS:
Option 1

	
	Apple
	Prefer same antenna element for all scenarios, 2 TxRU for BS.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	Number of receive antenna elements for UE:
Indoor
· Option 1: 16
(Huawei, Hisilicon, vivo) 
· Option 2: 2
(Samsung, Ericsson) 
· Option 3: 4
(Qualcomm, Nokia, Nokia Shanghai Bell) 
Urban 
· Option 1: 16
(Huawei, Hisilicon, vivo) 
· Option 2: 2
(Samsung, Ericsson) 
· Option 3: 4
(Qualcomm, Nokia, Nokia Shanghai Bell) 
Suburban 
· Option 1: 16
(Huawei, Hisilicon, vivo) 
· Option 2: 2 
(Samsung, Ericsson) 
· Option 3: 4
(Nokia, Nokia Shanghai Bell)
Number of receive TxRUs for UE:
UL:
· Option 1: 2
(Huawei, Hisilicon, CATT, Samsung, NTT DOCOMO) 
· Option 2: 1
(vivo, Intel, Nokia, Nokia Shanghai Bell, Ericsson)
DL:
· Option 1: 2
· Option 2: Other value
	Samsung
	Our preference listed in left table was wrong. For the number of receive antenna elements, we prefer 4 or 8. For the number of TXRU, we prefer 2 for both DL and UL.

	
	ZTE
	Regarding the antenna elements: we prefer Option 1 for all scenarios.
Regarding TxRUs, We support Option 1 for both transmitting and receiving.

	
	NTT DOCOMO
	Number of receive antenna elements for UE:
In our understanding, number of antenna elements is for the link budget, not for the LLS. We are open for the number, on the other hand, we think we don’t have to define the number if MCL approach is selected.
Number of receive TxRUs for UE:
We support Option.1, since UE may have 2 antennas for MIMO transmission.

	
	Nokia/NSB
	Number of receive AE: We are open to discuss on different number of AEs. However, those number should not exceed the maximum value noted in ITU-R M.2412-0 for IMT-2020 self-evaluation for respective scenarios.
Number of receive TxRU: It is not clear to us why both DL and UL setting is considered for the number of receive TxRU, which seems a DL parameter to us. If the Moderator was indeed focusing only on the number of receive TxRUs for UE, then our preference is 2 TxRUs. Conversely, if the intention was to capture the preference for number of TxRUs for DL and UL, then we prefer Option 1 for DL and Option 2 for UL.

	
	Qualcomm
	We prefer 4 antennas per polarization for the UE. Also, we prefer option 1 for UE TxRU (2 ports for both cases of UL and DL) 

	
	Intel
	For number of Rx antenna elements for UE:
· We are fine with Option 3 (4) or 8 for all different scenarios. 
For number of TxRUs at UE:
· For DL, we support Option 1.
· For UL, we support Option 2. 

	
	SONY
	Option 1: We assume 4 elements per antenna panel. Both dual polarized and single polarized antenna panel should be taken into account. The effect of number of antenna panels and their orientation should be studied as well.
2 TxRUs is a reasonable assumption for both UL and DL, but needs to be associated with antenna panels in case there are any limitations.

	
	Ericsson
	Clarification: UE can have 8 dual polarized antenna pairs per panel in 2 panels with panel selection and time domain beamforming per polarization with 1T2R 

	
	vivo
	For number of antenna elements for UE, option 1 is preferred.
For number of TxRUs, we prefer option 2 for UL, and option 1 for DL.

	
	Verizon
	If have to choose one: 8 antenna elements, 2 TxRUs.

	
	CMCC
	Number of receive antenna elements for UE:
We prefer Option 1 for all scenarios
Number of receive TxRUs for UE:
We prefer Option 1 for both UL and DL

	
	Apple
	For antenna elements, we prefer option 3 or 8 for all scenarios.
For TxRU, option 2 for UL and option 1 for DL.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	Channel model and delay spread for link-level simulation 
Indoor:
· Option 1: TDL-A [26,10,20,30] ns 
(vivo, NTTDOCOMO, CATT, Nokia, Nokia Shanghai Bell, Ericsson) 
· Option 2: CDL-A/B/C, [30,43,100] ns
(Samsung, Qualcomm, Huawei, Hisilicon) 
Urban 
· Option 1: TDL-A 
[20,60, 266,262,300] ns 
(vivo, NTTDOCOMO, Nokia, Nokia Shanghai Bell, CATT, Ericsson)
· Option 2: CDL-A/B/C, [30,100,616] ns
(Samsung, Qualcomm, InterDigital, Huawei, Hisilicon) 
Suburban 
· Option 1: TDL-A 
[20,60,266,262,300] ns 
(vivo, NTTDOCOMO, Nokia, Nokia Shanghai Bell, CATT, Ericsson)
· Option 2: CDL-A/B/C, [30,100,616] ns
(Samsung, Qualcomm, InterDigital, Huawei, Hisilicon) 
	CATT
	For urban scenario, although our position is TDL-C, we can follow majority view. But would like to raise one comment: TDL-C is assumed for urban scenario in 38.901, I am not sure why TDL-A is assumed here.  

	
	Samsung
	We prefer Option 2 for all scenarios. 

	
	ZTE
	Option 2 with CDL channels is ok for us.

	
	NTT DOCOMO
	We prefer Option 1.

	
	Nokia/NSB
	Our preference was wrongly captured. Our preferences are as follows:
· Indoor: TDL-A 26ns for both NLOS and LOS. 
· Urban: TDL-C 263ns for both NLOS and LOS. 
Suburban: TDL-C 37ns for both NLOS and LOS. 
We agree with the comment made by CATT.

	
	Qualcomm
	We prefer CDL

	
	Intel
	For channel model, we assume TDL-A for FR2.
We support Option 1.  

	
	SONY
	Option 2 in all cases. We favor LLS with CDL channel models in all the simulations for FR2.

	
	Ericsson
	If one delay spread is used in link simulation, prefer 100 ns.  If more than one delay spread is used, 30 and 300ns are preferred.
Medium correlation should be used for the TDL models.
TDL models should be sufficient, since beamforming performance is the more critical issue, and this should be addressed with system level simulation.

	
	Vivo
	We prefer option 1.

	
	Verizon
	CDL if no SLS.

	
	InterDigital
	We support use of CDL for link level evaluation. CDL-A with DS=43ns for indoor, and CDL C with DS=616ns for urban. We should also agree on the antenna type (e.g., omni-directdional, 2D Gaussian) and desired mean angle range for better alignment in the evaluation assumptions

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	Occupied channel bandwidth & PRBs
Indoor:
· Option 1: 100MHz (66 PRBs)
(Huawei, Hisilicon, Ericsson, Qualcomm) 
· Option 2: [15,20,28,30] PRBs 
(vivo, Intel, CMCC, Samsung)
· Option 3: 200MHz 
(Nokia, Nokia Shanghai Bell)
· Option 4: 400MHz (NTT DOCOMO)
Urban 
· Option 1: 100MHz (66 PRBs)
(Huawei, Hisilicon, Ericsson, Qualcomm) 
· Option 2: [15,20,28,30] PRBs 
(vivo, Intel, CMCC, Samsung)
· Option 3: 200MHz 
(Nokia, Nokia Shanghai Bell)
· Option 4: 400MHz (NTT DOCOMO)
Suburban 
· Option 1: 100MHz (66 PRBs)
(Huawei, Hisilicon, Ericsson, Qualcomm) 
· Option 2: [1,4] PRBs (Intel, Samsung)
· Option 3: 200MHz 
(Nokia, Nokia Shanghai Bell)
· Option 4: 400MHz (NTT DOCOMO)
	Samsung
	For DL data channel, we prefer 100MHz in occupied channel bandwidth and PRBs. For UL data channel, we prefer 30 PRBs for indoor and urban scenario and prefer 4 PRBs for suburban scenario. 

	· 
	ZTE
	For system bandwidth, we propose to use 160MHz, but would be also ok with other options. For the number of RBs used, we prefer more combinations of (#RB, MCS index) considered and the one with best performance is chosen. If only one RB number is chosen, we prefer the following values for eMBB:
Indoor and Urban: 15 PRBs
Suburban: 1 PRB
For VoIP: 4 PRBs

	· 
	NTT DOCOMO
	We prefer Option 4, the maximum bandwidth. Allocated PRBs for each channels can be selected by each companies, e.g. 1 PRB for PDSCH (VoIP), and 25 PRBs for PDSCH (25 Mbps eMBB).

	· 
	Nokia/NSB
	We think that it is relevant to consider 200MHz channel bandwidth for all scenarios (i.e., 132 PRBs for 120kHz SCS).
We share ZTE’s opinion on the criterion which should be used to choose the number of allocated PRBs (and corresponding MCS) for PUSCH. We think it would be technically more appropriate to choose the combination which yields the best performance. 
The scope of this SI is to assess the coverage of the considered channels to identify possible bottlenecks and study improvements, whenever applicable. RAN1 cannot claim that a channel, e.g., PUSCH, is a coverage bottleneck if its considered baseline performance is lower than what can be achieved according to Rel-15 and Rel-16, when coverage maximization is the target. In this sense, we cannot accept to select a fixed number of PRBs if clearly sub-optimal for coverage evaluations. 

	· 
	Qualcomm
	We prefer DL bandwidth to be 100MHz. However, bandwidth for UL data may depend on the rate.

	· 
	Intel
	We assume 100MHz as occupied channel bandwidth for DL. The number of PRBs depends on the channel bandwidth and SCS. 
For UL, occupied channel bandwidth is the actual bandwidth for uplink transmission. 

	· 
	SONY
	As per comments from other companies, the coverage can depend on the occupied channel bandwidth. Given that lower coding rates may be associated with better coverage, we would be looking towards bandwidths aligned with options 1, 3 or 4.

	· 
	Ericsson
	Clarification: We prefer a system bandwidth of 400 MHz, but 100 MHz is used in the link simulations.  Also, the Urban scenario uses 4 panels, where each panel takes 1/4 of the system bandwidth.

	· 
	vivo
	We prefer the RB number is calculated based on target data rate, frame structure, and a fixed code rate i.e. 1/3.

	· 
	Verizon
	Tx power needs to be assumpted to be the same. For DL 100MHz is fine. For UL, we share the same view with ZTE and Nokia that it could be a choice. If one has to be taken, it should be agreed – e.g., may not be aways 100MHz.

	· 
	InterDigital
	Similar to our comment for FR1 evaluation, for baseline performance, it is important to agree on the optimum combination of parameters such as # of PRB, TBS, SCS, # of repetitions and MCS for maximum coverage performance and better alignment of the results among the companies.

	· 
	Apple
	Option 1 is preferred for all scenarios in DL, actual bandwidth is applied in UL.

	· 
	
	

	· 
	
	

	· 
	
	

	· 
	
	

	· 
	
	

	· 
	
	

	TBS and MCS:
· Option 1: TBS and MCS can be calculated based on the number of PRBS, target data rate, frame structure and overhead.
· Option 2: Fixed value of TBS and MCS for each scenario.
	CATT
	Same views as FR1. The key issue is to determine all the relevant parameters, such as PRB, data rate, frame structure, overhead. If we are on the same page for the aforementioned parameters (this is we have to before LLS), we don’t see any difference between option 1 and option 2.

	
	Samsung
	As commented in FR1, if RAN1 has the same understanding on how to calculate the TBS in option 1, we think option 1 and option 2 are the same. It would be better to discuss the TBS calculation method how to apply the number of PRBs, target data rate, frame structure and overhead.

	
	ZTE
	Option 1 is preferred with more combinations of (#RB, MCS index) considered and the one with best performance is chosen. But we are also OK with Option 2. 

	
	NTT DOCOMO
	We support Option 1.

	
	Nokia/NSB
	Option 1. However, as also discussed for FR1, the optimal MCS/number of PRBs couple that provides the “best coverage”, while guaranteeing that a valid TBS is obtained, should be considered. We do not agree to fix a number of PRBs without proper evaluation, as discussed earlier. Similarly, we do not agree to fix an MCS index without proper evaluation. 
The target throughput values have been clearly defined for each scenario, the lowest MCS that satisfies the target throughput for a given number of PRBs should then be selected. The corresponding TBS would then be straightforward to find. 
In this context, the lowest considered code rate for PUSCH cannot be 1/3 in our view, i.e., MCS4 of Table 5.1.3.1-1, and the number of PRBs allocated to PUSCH should not be fixed prior to discussing MCS constructively. This would really go against the interest and the scope of the SI, both for eMBB and VoNR services.

	
	Qualcomm
	Option 1 is preferred

	
	Intel
	Option 1. 
We would like to consider aligned simulation assumptions, especially TBS/MCS and the number of PRBs/symbols among companies to conduct meaningful study. 

	
	SONY
	These parameters should be “TBI” by the proponent.  Some companies might favour a larger number of PRBs to improve coding gain, while others might want fewer PRBs to increase PSD. Similarly for TBS / MCS, some companies might favour a smaller TBS and a lower MCS while others favour a larger TBS, higher MCS and more HARQ re-transmission. Basically, in some ways, the choice of number of PRBs, TBS and MCS is part of the coverage enhancement scheme.

	
	Ericsson
	Option 1, with adaptive selection of TBS and MCS: throughput is mapped to a desired SINR for data channels, while control channels have fixed parameters according to the tables in Appendix A1.

	
	vivo
	We prefer option 2.

	
	Verizon
	Option 1

	
	InterDigital
	Option 1, this should be considered jointly with the number of PRB.

	
	CMCC
	Option 1

	
	Apple
	Option 1 preferred.

	Number of repetitions for PUSCH and PDSCH
	CATT
	Similar views as FR1. It will be a trade-off between the number of repetition and the final performance. May be better to be provided by each companies when submit simulation results.

	
	Samsung
	In case of low data rate, it has a potential to get a significant gain by HARQ retransmission and slot aggregation compared to high data rate. Therefore, we prefer to apply the repetition for PUSCH and PDSCH with low data rate. The number of repetitions for PUSCH and PUCCH can be set depending on the TDD configuration and data rate for PDSCH and PUSCH.

	
	ZTE
	For VoIP, PUSCH repetitions should be enabled. Repetition number 2 or 4 or 8 can be considered.

	
	NTT DOCOMO
	We prefer to follow FR1.

	
	Nokia/NSB
	Similar scheme/value for FR1 should be applied for FR2.

	
	Intel
	For VoIP, repetitions can be considered. For eMBB, repetition may not be assumed.

	
	SONY
	Repetition of up to REP8 can be considered.

The amount of repetition applied can be up to the proponent. Proponents might want to trade off lower MCS for repetition, so the number of PUSCH repetitions should be dependent on the proposal.

	
	Ericsson
	2, 4, or 8 can be considered in general according to Rel-15/16
TBD: if VoIP repetition is used.

	
	vivo
	We prefer to follow FR1.

	
	Verizon
	Company choice.

	
	InterDigital
	As we commented earlier, the number of repetitions should be considered jointly with parameters such as # of PRB, TBS, SCS and MCS for maximum coverage performance and better alignment of the results among the companies.

	
	CMCC
	Follow FR1

	
	Apple
	Following FR1 agreement.

	Frequency hopping for PUSCH and PDSCH
	CATT
	On for PUSCH. For PDSCH, there is no frequency hopping. The intention is to enable VRB-to-PRB interleaving? We think it should be enabled.

	
	Samsung
	Inter-slot frequency hopping is preferred with slot aggregation. 

	
	ZTE
	Frequency hopping is enabled. Intra-slot frequency hopping is slightly preferred with slot aggregation. 

	
	NTT DOCOMO
	We prefer to follow FR1.

	
	Nokia/NSB
	Intra-slot FH hopping for PUSCH (open to discuss if assuming 1 or 2 DMRS per slot).
No FH for PDSCH.

	
	Intel
	For PUSCH, we assume DFT-s-OFDM waveform. Further, intra-slot frequency hopping is enabled. 
For PDSCH, we assume CP-OFDM waveform. Further, distributed mapping is assumed.

	
	SONY
	Frequency hopping may be applied, at least for PUSCH.

	
	Ericsson
	See comments with respect to PUCCH below and details in Appendix A1

	
	vivo
	The frequency hopping is assumed for PUSCH. It is not supported for PDSCH.

	
	InterDigital
	Frequency hopping can be turned on with inter-slot FH

	
	CMCC
	Follow FR1

	
	Apple
	Following FR1 agreement.

	HARQ configuration
	CATT
	Same comments for FR1: No sure whether we need to consider re-transmission. The HARQ gain has been considered in link budget template.

	
	Samsung
	For VoIP and eMBB with low data rate, the number of HARQ retransmission should be set based on frame structure and latency requirement.
For eMBB with high data rate, we support no retransmission.

	
	ZTE
	For PUSCH carrying VoIP, a maximum of 4 re-transmissions (including the initial transmission) is preferred. 
For PUSCH with eMBB, no re-transmission is assumed for10%iBLER. 

	
	NTT DOCOMO
	We prefer to follow FR1.

	
	Nokia/NSB
	Similar scheme/value for FR1 should be applied for FR2.

	
	Intel
	Follow decision in FR1

	
	SONY
	HARQ improves coverage, so should be considered in the baseline. Up to [4] retransmissions for PUSCH and PUCCH. The physical resources for re-transmission can be different to the resources for initial transmission.

	
	Ericsson
	Up to 8 attempts (similar to max number of repetitions); frequency allocation varies/hops with HARQ.  Different max number of attempts can be considered according to data carried / QoS.
Please see detailed proposals for channel configurations in Appendix A1

	
	vivo
	We prefer to follow FR1.

	
	CMCC
	Follow FR1

	
	Apple
	Following FR1 agreement.

	DMRS configuration
	CATT
	We prefer to use the same DMRS configuration as FR1.

	
	Samsung
	· For 3km/h: 
· 1 DMRS symbol
· For 30km/h and 120km/h: 
2 DMRS symbol (one front- loaded and one additional)

	
	ZTE
	One DMRS per hop. 

	
	NTT DOCOMO
	We prefer to use dense configuration, e.g. 2 DMRS symbols (one front- loaded and one additional) for 14 symbols.

	
	Nokia/NSB
	Similar scheme/value for FR1 should be applied for FR2.

	
	Intel
	1 or 2 DMRS symbols depending on UE speed. 
For 3km/h, 1 front loaded DMRS can be assumed. 
For 30km/h, 2 DMRS symbols can be assumed. 

	
	SONY
	Different DMRS densities can be considered including 1DMRS and 2DMRS

	
	Ericsson
	We think at least 3 DMRS symbols should be used for PUSCH.  Agree that UL data should not be multiplexed with UL DMRS.  DMRS for PUCCH is given below.
For PDSCH, 2 DMRS symbols are used for data and 3 are used for Msg2.
Details are in Appendix A1

	
	vivo
	Type I, two DMRS symbol.

	
	InterDigital
	The optimum number of DMRS symbols should be agreed. We propose to use 2 DMRS symbols for PUSCH per slot. We are also open to other values (greater than 2) for the number of DMRS symbols.

	
	Apple
	1 DMRS symbol without frequency hopping
2 DMRS symbol for frequency hopping

	Other parameters
	CATT
	The DMRS power boosting should also be considered for PUSCH transmission.

	
	ZTE
	The waveform should be clarified. In our view, OFDM is used for DL and DFT-S-OFDM is for UL.

	
	Qualcomm
	The number of SSB beams and the gain differential between broadcast and unicast beams needs to be specified, because this is a main determining factor in the performance of PRACH.

	
	Ericsson
	For waveform: DL: OFDM, UL: DFT-S-OFDM
Our detailed proposals for channel configurations are in Appendix A1

	
	Verizon
	Very much agree with QC

	
	InterDigital
	For UL, we support to use DFTsOFDM for PUSCH. In industrial/commercial applications, coverage enhancement for UL OFDM may also be needed since OFDM allows flexible multiplexing. To maximize applicability of the study, we are open to discussion for UL OFDM in the evaluation as well.



· PUCCH
Most parameters for PUCCH can be reused from PUSCH, companies are encouraged to provide views on the simulation assumptions for PUCCH in the following table. 
	Format type 
Format 1:
(long PUCCH with 14 OFDM symbols)
· Option 1: 1 bit 
(Huawei, Hisilicon, CATT, Intel, Qualcomm)
· Option 2: 2 bits 
(ZTE, vivo, Samsung, Nokia, Nokia Shanghai Bell)
Format 3:
· Option 1: [6,8,11]bits 
(vivo, ZTE, Qualcomm) 
· Option 2: [20,22] bits 
(ZTE,Nokia, Nokia Shanghai Bell) 
· Option 3: 50 bits (Intel)
Format 2:
· For eMBB with 8bits UCI. Format 0 for VoIP with 1bit (NTT DOCOMO)
	Samsung
	We prefer to focus on Format 1 for PUCCH. Since Format 1 is introduced for UCI with high priority and long coverage, in terms of coverage, PUCCH format 1 is prioritized.  
We prefer Option 2 for format 1. 

	
	ZTE
	Our preference is Format 1 with 2 bits and PUCCH format 3 with 11 and 22bits should be prioritized. 

	
	NTT DOCOMO
	We support to use short format for FR2 with considering beam management.

	
	Nokia/NSB
	Similar scheme/value for FR1 should be applied for FR2. In this context, we prefer to consider only one UCI payload size for PUCCH F3. Both 20 and 22 bits would be good values for us.

	
	Qualcomm
	We think PUCCH format 1 with 2 bits should be also considered (option 2). For larger payloads, format 3 with 11 bits (L1 report for 1 beam among 16 beams) and 21-bits UCI size, before CRC (L1 report for two beams among 32 beams) should be evaluated.

	
	Intel
	For Format 1, we prefer option 1, but we are open to consider option 2. 
For Format 3, we prefer option 3, but we are fine with Option 2. 
We suggest not to consider format 2 for coverage analysis as format 2 is not targeted for coverage enhancement. 

	
	Ericsson
	Format 3 with 4 bits Ack/Nack:
PUCCH Format 3 using 14 symbols, 1 PRB, 4 DMRS and frequency hopping 
4 bits payload for ACK/NACKS (three bits for 3DL:1UL TDD asymmetry and another bit for scheduling request)
Pr(DTX to ACK)  <=1%, Pr(NACK to ACK) <=0.1%, 
Pr(ACK error) <=1% or 10%
CSI on PUCCH format 3 or PUSCH:
Type I wideband CSI feedback
-	8+2=10 bits for 2 port feedback + 3bit CRI
1 PRB, no HARQ ACK/NACKs
-	PUCCH format 3 with 4 DMRS, with frequency hopping, or 
-	PUSCH without multiplexing with data on PUSCH and no frequency hopping

	
	vivo
	For PF1, 2bits (option 2) is preferred. For PF3, we do not have strong views.

	
	
	

	
	
	

	
	
	

	Scheduled PRBs: 
· Option 1: 1
· Option 2: other values
	ZTE
	We support Option 1

	
	Nokia/NSB
	Similar scheme/value for FR1 should be applied for FR2.

	
	Qualcomm
	We support Option 1

	
	Intel
	We prefer Option 1. 
We assume the number of symbols as 14 for PUCCH. 

	
	Ericsson
	Option 1 is fine for PUCCH and CSI on PUSCH

	
	vivo
	We support option1

	Other parameters
	ZTE
	BLER target needs clarification. Our preference is follows.
For PUCCH format 1: DTX to ACK probability: 1% , NACK to ACK probability: 0.1%, ACK missed detection probability: 1%.
For PUCCH format 3: Block error probability: 1%

	
	Ericsson
	CSI on PUSCH should be considered, as commented above and in Appendix A1

	
	
	

	
	
	



· PDCCH
Most parameters for PDCCH can be reused from PDSCH, companies are encouraged to provide views on the simulation assumptions for PDCCH in the following table. 
	Format and payload:
DCI format:
· Option 1: format 1-0
· Option 2: format 0-0
DCI size:
· 64 bits, AL = 16 (Huawei, HiSilicon)
· 39bits, AL = 8 (vivo)
· 40 bits, AL = 4 (Intel)
· DCI size = 68 bits, AL =16 (Samsung)
· DCI payload = 40bits+ CRC 24bits, AL = 16
(Nokia, Nokia Shanghai Bell, Ericsson)
	CATT
	DCI format doesn’t matter as format 1-0 and format 0-0 have same payload size in the same SS.
For the DCI size, we should spell out the payload size and the CRC. From the current options, I am not sure, e.g. 64 btis, whether they includes CRC or not.

	
	ZTE
	The payload size is more relevant here, and we prefer information bits of 40 bits with AL=16. 

	
	NTT DOCOMO
	We prefer to use 24 bits with considering DCI format 2_0, on the other and we are open for the payload size.

	
	Nokia/NSB
	A DCI size of 64 bits (40 +24 CRC bits) with AL = 16 is our preference. Concerning the latter parameter, we think the most suitable configuration for coverage maximization should be preferred, i.e., AL=16. This would yield a more sensible benchmark, and perfectly supported by specification. We have no preference for the format.

	
	Qualcomm
	We think 40-bit DCI should be considered as the baseline. DCI payload = 40bits + CRC= 64 bits. We are open to both AL=8 and AL=16.

	
	Intel
	For DCI size, we support 40 bits and AL of 4 or 8. 
We assume fallback DCI format. 

	
	Ericsson
	PDCCH using aggregation level 16 and DCI format 0_0 or 1_0 with payload of 40bits+24bits CRC
CORESET 66 PRBs, 1 symbol, non-interleaved mapping,
precoder cycling

	
	vivo
	Follow parameters of DCI format 1-0, (Option 1). AL=8 or 16 can be assumed.

	
	
	

	CORESET:
· Option 1: 2 symbols
· Option 2: other values
	CATT
	3 symbols may be better if we want to use distributed mapping.

	
	ZTE
	Option 1

	
	NTT DOCOMO
	We support Option 1.

	
	Qualcomm
	Option 1

	
	Nokia/NSB
	Option 1.

	
	Intel
	Option 1

	
	Ericsson
	Option 2: 1 symbol

	
	vivo
	Option 1

	Scheduled PRBs: 
· Option 1: 48
· Option 2: other values
	CATT
	Should be aligned with the bandwidth assumption of PDSCH.

	
	ZTE
	This can be derived by AL and number of symbols of CORESET.

	
	NTT DOCOMO
	Option 1 is fine, and in this case AL of 16 may be reasonable. 

	
	Nokia/NSB
	48 PRBs for CORESET bandwidth, but full channel bandwidth should be considered for noise power calculation.

	
	Intel
	Scheduled PRBs depends on the AL and the number of symbols for CORESET.
We would assume this is for CORESET size in frequency, which is 48 PRBs in our simulations. 

	
	Ericsson
	Link and rank adaption based on 20 slot 2 port wideband CSI feedback periodicity and HARQ with up to three retransmissions. 
66 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 13 symbols (1 symbol reserved for PDCCH), 
overhead due to CSI-RS and TRS with 20ms period 

	
	vivo
	Option 1

	Other parameters
	CATT
	At least the following parameters should be clarified:
Mapping type, REG bundle size, wide-band RS or not.

	
	ZTE
	The BLER target is 1%. Interleaved mapping. 

	
	Qualcomm
	The number of SSB beams and the gain differential between broadcast and unicast beams needs to be specified, because this is the main determining factor in the performance of broadcast channels and RACH. For example, in the case of PDCCH, performance of Msg2 PDCCH is very much dependent on the number of SSB beams and their gain (rather than the total number of gNB antennas). 

	
	Intel
	We also need to consider 1) whether narrowband or wideband DMRS, 2) interleaved or non-interleaved CCE-to-REG mapping is assumed

	
	Ericsson 
	See detailed channel parameters in Appendix A1

	
	vivo
	For other parameters, like REG bundle size, interleaving size, follow that for broadcast PDCCHs.



· PRACH
Most parameters for PRACH can be reused from other channels, companies are encouraged to provide views on the simulation assumptions for PRACH in the following table. 
	Format type 
· Option 1: Format B4 
(Intel, Ericsson, Qualcomm, vivo)
· Option 2: Format C2 
(CMCC, Huawei, HiSilicon)
	Samsung 
	B4 with 60khz

	
	ZTE
	Option 1

	
	Nokia/NSB
	Option 2.

	
	Qualcomm
	Option 1

	
	Intel
	Option 1

	
	Ericsson
	Option 1: If the maximum PRACH coverage is to be evaluated, the longest format should be used.

	
	vivo
	Option 1

	Scheduled PRBs: 
· Option 1: 12
· Option 2: other values
	Samsung
	Option 1 for 12PRB expressed in number of PRBs for PUSCH with 60kHz

	
	ZTE
	Option 1

	
	Intel
	Option 1. We assume same SCS for PUSCH/PUCCH. 

	
	Ericsson
	Option 1

	
	vivo
	Option 1. Assuming 120kHz SCS.

	Performance metric:
· Option 1: 0.1% false alarm
· Option 2: 1% miss-detection
· Option 3: 0.1% false alarm, 1% miss-detection
	Samsung
	Option3

	
	ZTE
	Option 3

	
	Qualcomm
	Option 3

	
	Intel
	Option 3. 

	
	Ericsson
	10% or 1% missed detection at 0.1% false alarm probability

	
	vivo
	Option 3

	Other parameters
	Qualcomm
	The number of SSB beams and the gain differential between broadcast and unicast beams needs to be specified, because this is a main determining factor in the performance of PRACH.

	
	Ericsson
	Maximum timing estimation error 50% of the normal CP length 
64 preambles per cell
Initial timing offset uniformly distributed in [0, 0.77 µs] for an ISD of 200m

	
	
	

	
	
	



2.2.4 Link budget template
There are two main options for the link budget template.
· Option 1-1: Adopt link budget template in IMT-2020 self-evaluation 
· The calculated available path loss is considered as the baseline performance.
Support: Huawei, Hisilicon, ZTE, vivo, CATT, Samsung, Nokia, Nokia Shanghai Bell (8 companies)
· Option 1-2: Adopt MCL calculation template
· The calculated MCL is considered as the baseline performance.
· Note: Details are not provided yet.
Support: Intel, NTT DOCOMO, Charter, InterDigital (4 companies)

Companies are invited to provide views on the above options. 
	Companies
	Comments

	CATT
	 Option 1-1. It has been well-verified in ITU and is sufficient for NR coverage evaluation. Option 1-2 was used for LTE coverage evaluation and may be not so suitable for NR as option 1-1.

	Samsung
	The link budget template for FR2 is the same as FR1.

	ZTE
	Choosing from above two options, we slightly prefer Option 1-1. 

	NTT DOCOMO
	We prefer to follow FR1.

	Nokia/NSB
	Option 1-1 is our preference. However, we understand the concerns some companies have expressed in this regard. In principle, we do not see a big problem in including MCL in the performance tables if this can help reaching an agreement. After all, MPL cannot be calculated without calculating MCL first (either implicitly or explicitly). Therefore, we propose to add one row to calculate MCL in IMT-2020 self-evaluation template and merge two tables below into only a single table that outputs both MPL and MCL.

	Qualcomm
	We think MCL approach is more appropriate for comparing link budget of different channels, without going to the details of all the parameters for the IMT2020 approach

	Intel
	For FR2, we slightly prefer Option 2 for coverage analysis. 
The reason is that some of the parameters for link budget template in IMT-2020 submission are missing. It would take time to converge on some of the values. Given the limited time for study, we would suggest to consider MCL for coverage analysis in FR2.  
In our view, hardware link budget (23a and 23b) from IMT-2020 link budget template can be considered as a starting point for MCL analysis. 

	SONY
	
Option 1-1. We think it is important to take the spherical coverage of UE into account in the link budget calculation. In this sense, Option 1-1 is a better fit. To capture the spherical coverage, we propose that a UE with multiple panels is dropped with a random orientation in a system, and the X-th percentile antenna gain is computed. Companies need to agree on X.

	Ericsson
	Considering these two options, we prefer to merge options 1-1 and 1-2 by using a version of the approach in 36.824 where antenna gain is added to produce maximum isotropic loss (a.k.a hardware link budget in IMT-2020).  This is discussed in more detail in the comments to Table E below.

	vivo
	We prefer Option 1-1.

	Verizon
	We perfer MCL because much of our real deployment experience is with LTE, it is nice to relate to LTE. 

	InterDigital
	We support to use MCL (Option 1-2) due to its compactness. It is sufficient for comparing different techniques. 

	CMCC
	We prefer Option 1-1

	Apple
	We slight prefer 1-2, same template should be used by both FR1 and FR2. 



(1) Link budget template in IMT-2020 self-evaluation
For the link budget template employed in IMT-2020 self-evaluation, most parameters and values can be reused. While based on the companies’ inputs, some parameters identified with TBD (To Be Determined) in Table E need to be discussed and determined.
In order to facilitate discussion on simulation assumptions, we have the following proposal:
Proposal: 
· For link budget template in IMT-2020 self-evaluation, adopt Table E for the baseline performance calculation for FR2.
Table E Link budget template in IMT-2020 self-evaluation for FR2
	Parameter
	Values

	Scenario
	TBD

	Frame structure
	TBD

	Carrier frequency (Hz)
	TBD

	BS antenna heights (m)
	3m for indoor hotspot, 25m for urban & suburban

	UT antenna heights (m)
	1.5

	Cell area reliability for control channel
	95%

	Cell area reliability for data channel
	90%

	Transmission bit rate for control channel (bit/s)
	TBD

	Transmission bit rate for data channel (bit/s)
	TBD

	Target packet error rate for the required SNR in item (19a) for control channel
	1%

	Target packet error rate for the required SNR in item (19b) for data channel
	TBD

	Spectral efficiency (bit/s/Hz)
	TBD

	Pathloss model (select from LoS or NLoS)
	TBD

	UE speed (km/h)
	TBD

	Feeder loss (dB)
	3

	Transmitter

	(1) Number of transmit antennas. (The number shall be within the indicated range in § 8.4 of Report ITU-R M.2412-0)
	TBD

	(1bis) Number of transmit antenna ports
	TBD

	(2) Maximal transmit power per antenna (dBm)
	TBD

	(3) Total transmit power = function of (1) and (2) (dBm) (The value shall not exceed the indicated value in § 8.4 of Report ITU-R M.2412-0)
	TBD

	(4) Transmitter antenna gain (dBi)
	0 for UL, 8 for DL

	(5) Transmitter array gain (depends on transmitter array configurations and technologies such as adaptive beam forming, CDD (cyclic delay diversity), etc.) (dB)
	TBD 

	(6) Control channel power boosting gain (dB)
	0

	(7) Data channel power loss due to pilot/control boosting (dB)
	0

	(8) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for downlink)
	TBD

	(9a) Control channel EIRP = (3) + (4) + (5) + (6) – (8) dBm
	-

	(9b) Data channel EIRP = (3) + (4) + (5) – (7) – (8) dBm
	-

	Receiver

	(10) Number of receive antennas (The number shall be within the indicated range in § 8.4 of Report ITU-R M.2412-0)
	TBD

	(10bis) Number of receive antenna ports
	TBD

	(11) Receiver antenna gain (dBi)
	TBD

	(11bis) Receiver array gain (depends on transmitter array configurations and technologies such as adaptive beam forming, etc.) (dB)
	TBD 

	(12) Cable, connector, combiner, body losses, etc. (enumerate sources) (dB) (feeder loss must be included for and only for uplink)
	TBD

	(13) Receiver noise figure (dB)
	5 for UL, 7 for DL

	(14) Thermal noise density (dBm/Hz)
	-174

	(15a) Receiver interference density for control channel (dBm/Hz) 
	TBD

	(15b) Receiver interference density for data channel (dBm/Hz) 
	TBD

	(16a) Total noise plus interference density for control channel = 10 log (10^(((13) + (14))/10) + 10^((15a)/10)) dBm/Hz  
	-

	(16b) Total noise plus interference density for data channel = 10 log (10^(((13) + (14))/10) + 10^((15b)/10))  dBm/Hz 
	-

	(17a) Occupied channel bandwidth for control channel (for meeting the requirements of the traffic type) (Hz)
	TBD

	(17b) Occupied channel bandwidth for data channel (for meeting the requirements of the traffic type) (Hz)
	TBD

	(18a) Effective noise power for control channel = (16a) + 10 log((17a)) dBm
	-

	(18b) Effective noise power for data channel = (16b) + 10 log((17b)) dBm
	-

	(19a) Required SNR for the control channel (dB) 
	Obtained from link-level simulation

	(19b) Required SNR for the data channel (dB) 
	Obtained from link-level simulation

	(20) Receiver implementation margin (dB)
	2

	(21a) H-ARQ gain for control channel (dB)
	0

	(21b) H-ARQ gain for data channel (dB)
	0.5

	(22a) Receiver sensitivity for control channel = (18a) ++ (19a) + (20) – (21a) dBm
	-

	(22b) Receiver sensitivity for data channel = (18b) ++ (19b) + (20) – (21b) dBm
	-

	(23a) Hardware link budget for control channel = (9a) + (11) + (11bis) − (22a) dB
	-

	(23b) Hardware link budget for data channel = (9b) + (11) + (11bis) − (22b) dB
	-

	Calculation of available pathloss

	(24) Lognormal shadow fading std deviation (dB)
	TBD

	(25a) Shadow fading margin for control channel (function of the cell area reliability and (24)) (dB)
	TBD

	(25b) Shadow fading margin for data channel (function of the cell area reliability and (24)) (dB) 
	TBD

	(26) BS selection/macro-diversity gain (dB)
	0

	(27) Penetration margin (dB)
	TBD

	(28) Other gains (dB) (if any please specify)
	0

	(29a) Available path loss for control channel = (23a) – (25a) + (26) – (27) + (28) – (12) dB
	-

	(29b) Available path loss for data channel = (23b) – (25b) + (26) – (27) + (28) – (12) dB
	-

	Range/coverage efficiency calculation

	(30a) Maximum range for control channel (based on (29a) and according to the system configuration section of the link budget) (m)
	Note 1

	(30b) Maximum range for data channel (based on (29b) and according to the system configuration section of the link budget) (m)
	Note 1


Note 1: The channel model for path loss calculation is defined in Report ITU-R M.2412 [3].

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	CATT
	Support the proposal. We need to clarify which channel model is used for the evaluation.
Although there is no harm to maintain spectral efficiency in the template, we would like to remind that SE is not used in the link budget template. Furthermore, it is determined by the data rate and the frame structure. Once both data rate and frame structure are determined, the SE will be calculated automatically in the template. 

	Samsung
	In eMBB with low data rate and VoIP, we prefer to apply HARQ retransmission and hence HARQ gain for data channel in template is changed for the each service such as 0.5 for eMBB with high data rate and 0 for eMBB with low data rate and VoIP. 

	ZTE
	We are fine with above template. 

	NTT DOCOMO
	We prefer to follow FR1 for the template. And we think Tx power for BS and UE is the most essential parameter for the link budget, since they are directly related to the performance difference between DL and UL (and Tx power difference among companies are large, e.g. more than 10 dB).

	Nokia/NSB
	We agree with CATT. Additionally, and as aforementioned, we are open to add one row to calculate MCL in IMT-2020 self-evaluation template and merge two tables below into only a single table that outputs both MPL and MCL. Finally, we would like to restate what we stated for FR1 about the different cell area reliability value assumed for control and data channel. Is this really necessary, given that different reliability of the channels is already captured by different BLER requirements to calculate SINR?

	Intel
	As mentioned above, we would like to consider hardware link budget (23a and 23b) in the above table as a starting point for MCL analysis.
Further, we would like to clarify the detailed deployment scenario in the template, especially ISD for rural and urban scenario. It is good to align the ISD for each deployment scenario so as to provide meaningful coverage analysis for different physical channels.

	Sony
	We are OK with using the proposal. To take the UE beamforming gain and spherical coverage into account, the full spherical AoA distribution should be taken into account. Based on commercial handsets on the market now, both single polarized and dual polarized UE antenna panels should be taken into account.
Inclusion of spherical coverage will influence the parameters (4) and (11) (the UE antenna gain. Simulations of spatial properties will give a gain distribution that includes both gain variations and the associated polarization properties. We propose that as an alternative to a fixed antenna gain for (4), (11), the X-th percentile derived from dropping a UE with a random orientation in the channel is used in the link budget.
We are OK with most reasonable values for the “TBD” values in the link budget (where values proposed at the time we edited this document seem reasonable).

	Ericsson
	The template has the merit of explicitly including key parameters like antenna gain and interference margin seems more complicated for the purpose of evaluating a link budget and determining bottleneck channels.  We propose something closer to the ‘classical’ link budget of 38.913 and 36.864, but that uses the calculation of hardware link budget (rows 23a and 23b) from the IMT 2020 template.  The detailed parameters like HARQ gain, boosting, etc., can be built into the required SINR, while other needed parameters are defined by the scenario.  See Appendix A1 for detailed values.
Maximum Loss Calculation Template
	Physical channel name
	Value

	Transmitter
	

	(1) Tx power  (dBm)
	

	Receiver
	

	(2) Thermal noise density (dBm/Hz)
	

	(3) Receiver noise figure (dB)
	

	(4) Interference margin (dB)
	

	(5) Occupied channel bandwidth (Hz)
	

	(6) Effective noise power
         = (2) + (3) + (4) + 10 log(5)  (dBm)
	

	(7) Required SINR (dB)
	

	(8) Receiver sensitivity
         = (6) + (7) (dBm)
	

	(9) MaxCL 
         = (1) - (8) (dB)
	

	(10) Antenna Gain 
	

	(11) Maximum isotropic loss (a.k.a. ‘Hardware link budget’) = (9)+(10)
	




	vivo
	We are fine with the proposal.

	Verizon
	Agree with Ericsson very much. Those 3gpp studies are very appreciated in wider community.



Companies are encouraged to provide views on the parameters with TBD in Table E. 
	Parameters and descriptions
	Companies
	Comments

	Transmitter Cable, connector, combiner, body losses, etc. (enumerate sources) (feeder loss must be included for and only for uplink)
· Option 1: The same value in IMT-2020. 
1dB for UL, 3dB for DL
· Option 2: Other values 
	CATT
	Option1

	
	Samsung
	We prefer Option 1

	
	ZTE
	Option 1 

	
	Nokia/NSB
	Option 1

	
	Intel
	Option 1

	
	Ericsson
	Should be built into antenna element gain; see ‘Others’ below.

	
	vivo
	Option 1

	
	Verizon
	Agree with Ericsson. 

	Receiver array gain for BS
· Option 1: Reuse the formula in IMT-2020 self-evaluation to calculate the array gain, 
array gain = 10 * 1og10 (number of receive antennas/number of receive TxRUs)
· Options 2: Other methods
	CATT
	Option1

	
	Samsung
	We prefer Option 1

	
	ZTE
	Similar to FR1, we are not sure how to model this accurately for different channels. That’s one reason we suggest SLS based method. We are glad to see proposals based on Option 2.

	
	Nokia/NSB
	Option 1

	
	Intel
	Option 1

	
	Ericsson 
	We propose option 2 is used when system simulations are not used.  Option 2 should be based on statistics derived at the system level.

	
	vivo
	Option 1

	
	Verizon
	Agree with ZTE and Ericsson very much.

	Receiver interference density for control channel
· Option 1: The same value in IMT-2020.
-161.70 dBm/Hz for UL, -169.30 dBm/Hz for DL. 
· Option 2: Other values
	CATT
	Option1

	
	Samsung
	We prefer Option 1

	
	ZTE
	Similar to FR1, we are not sure how to model this accurately. That’s one reason we suggest SLS based method. We are glad to see proposals based on Option 2.

	
	Nokia/NSB
	Option 1

	
	Intel
	Option 1

	
	Ericsson
	Interference margin should be based on statistics derived at the system level from the agreed scenarios.

	
	vivo
	Option 1

	
	Verizon
	Agree with ZTE and Ericsson very much.

	Receiver interference density for data channel
· Option 1: The same value in IMT-2020.
-165.70 dBm/Hz for UL, -169.30 dBm/Hz for DL. 
· Option 2: Other values
	CATT
	Option1

	
	Samsung
	We prefer Option 1

	
	ZTE
	Similar to FR1, we are not sure how to model this accurately. That’s one reason we suggest SLS based method. We are glad to see proposals based on Option 2.

	
	Nokia/NSB
	Option 1

	
	Intel
	Option 1

	
	Ericsson
	Interference margin should be based on statistics derived at the system level from the agreed scenarios.

	
	vivo
	Option 1

	
	Verizon
	Agree with ZTE and Ericsson very much. FR2 statistis is “less intuitive” and even more scenario dependent than FR1.

	Receiver Cable, connector, combiner, body losses, etc. (enumerate sources) (feeder loss must be included for and only for uplink)
· Option 1: The same value in IMT-2020.
1dB for DL, 3dB for UL 
· Option 2: Other values
	CATT
	Option1

	
	Samsung
	We prefer Option 1

	
	ZTE
	Option 1

	
	Nokia/NSB
	Option 1

	
	Intel
	Option 1

	
	Ericsson
	Should be built into antenna element gain; see ‘Others’ below.

	
	vivo
	Option 1

	Lognormal shadow fading std deviation for control channel
	ZTE
	The models in TS 38.901 can be used. 
Indoor: 8.03 dB for NLOS
Urban: 6 dB for NLOS
Suburban: 7.82 dB for NLOS

	
	Nokia/NSB
	Follow the respective path loss models presented in Tables A1-2 and A1-3 in ITU-R M.2412-0 “Guidelines for evaluation of radio interface technologies for IMT-2020”.
The shadow fading standard deviations for respective scenarios are:
· Urban/Suburban: 6 dB for NLOS and 4 dB for LOS.
· Indoor: 8.03 dB for NLOS and 3 dB for LOS.
The corresponding slopes of PL models are:
· Urban/Suburban: 39.08 for NLOS and 40 for LOS.
· Indoor: 38.3 for NLOS and 17.3 for LOS.


	
	Ericsson
	Should be according to the agreed scenarios

	
	
	

	Shadow fading margin for control channel
	ZTE
	A function of the cell area reliability and log-normal function with std deviation above.

	
	Nokia/NSB
	The slope of PL model and shadow fading standard deviation  should be aligned first. The shadow fading margin can then be calculated based on the slope, standard deviation and cell area reliability requirement.
In IMT-2020 self-evaluation, the effective fading standard deviation () is assumed for the calculation of SF margin, where

and  is the penetration loss standard deviation. 
· For in car scenario,  dB in both FR1 and FR2. 
· For O2I scenario,  dB in FR1. In FR2, there are two penetration loss models for O2I,  dB and  dB for low-loss and high-loss models, respectively.
Therefore, to find  for the calculation of SF margin for Urban/Suburban O2I in FR2, we can consider:
· Option 1: Use  of low-loss model.
· Option 2: 
· Step 1: Find  by  of low-loss model and  by  of high-loss model.  
· Step 2: Find SFlow and SFhigh using  and , respectively.
· Step 3: SF margin = 80% SFlow + 20% SFhigh, similar to the calculation of penetration loss as noted in Table 5 of ITU-R M.2412-0 for Urban.

	
	Ericsson
	Should be based on statistics derived at the system level from the agreed scenarios

	
	
	

	
	
	

	Lognormal shadow fading std deviation for data channel
	ZTE
	The same as control channel. 

	
	Nokia/NSB
	Shadow fading standard deviation should be the same for both data and control channel. Please see our comment for control channel above.

	
	Ericsson
	Should be according to the agreed scenarios

	
	
	

	
	
	

	Shadow fading margin for data channel
	ZTE
	The same as control channel. 

	
	Nokia/NSB
	Please see our comment for control channel above.

	
	Ericsson
	Should be based on statistics derived at the system level from the agreed scenarios

	
	
	

	
	
	

	Penetration margin
	Samsung
	In TR 38.900, there are the equations for penetration loss in terms of the carrier frequency and channel model. We can calculate the penetration margin based on the equation especially for FR2.

	
	ZTE
	Penetration margin is frequency dependent. We suggest using the model in TS 38.901. More specifically, 
· For O2I: Both low-loss and high-loss models are considered to urban scenario, and only the low-loss model is considered to rural scenario, according to Table 7.4.3-2 of TS 38.901.
· For O2O: Car penetration loss is used, following distribution [image: ] with  μ = 9, and σP = 5.

	
	Nokia/NSB
	We share the same view with ZTE. The formulas in Table A1-7 of ITU-R M.2412-0 (or Table 7.4.3-2 in TR 38.901) should be considered for penetration loss calculation in case of O2I. In case of O2O, formula for car penetration loss follows Section 3.3 in ITU-R M.2412-0 (or Section 7.4.3.2 in TR 38.901).


	
	Ericsson
	Should be based on statistics derived at the system level from the agreed scenarios

	
	Verizon
	Agree with Ericsson. Penentration margin is very arbituary. It is more likely the loss to avoid hopless attempt to penetrate I think.

	Other parameters
	Ericsson
	gNB Element gain (with losses built in): Indoor: 5 dBi; Outdoor: 8 dBi
Indoor gNB Tx power: 23 dBm PA
Urban gNB Tx power: 40 dBm PA
UE: 9 dBm TRP, 23 dBm EIRP
gNB Noise Figure: 7 dB
UE Noise Figure: 10 dB
Detailed parameters and scenarios in Appendix A1

	
	
	

	
	
	

	
	
	



(2) MCL calculation template
Due to lack of sufficient inputs and detailed simulation assumptions for other MCL calculation template, we would like to invite companies to provide further views and comments. 
	Companies
	Comments

	NTT DOCOMO
	We prefer to follow FR1 for the template.

	Intel
	As mentioned above, we would like to consider hardware link budget (23a and 23b) in the above table as a starting point for MCL analysis. This includes the MCL analysis in 36.824 with additional antenna gain, which is more appropriate for FR2 coverage analysis. 
Further, in our view, for MCL based analysis, it is important to determine overall coverage enhancement target, which can be based on the worst coverage performance or other metric. Subsequently, the coverage gap for different physical channels can be identified accordingly. It is more appropriate to align the overall coverage enhancement target among companies.   

	Ericsson
	We think this table is a good starting point, but is missing antenna gain.  Therefore, we propose to add rows (10) and (11) as described above.

	Verizon
	Agree with Ericsson.

	InterDigital
	We propose to use the MCL table in TR 36.824 as the starting point.



2.2.5 Other channels for FR2
Due to lack of sufficient inputs and detailed simulation assumptions for other channels, e.g. Msg3, SSB/PBCH, we would like to invite companies to provide further views and comments.
	Channel
	Companies
	Comments

	Msg3
	Samsung 
	56bits, 60khz (optional 120khz), 2PRBs, 2DMRS OS,

	
	ZTE
	TBS of 144 bits and 10%rBLER are assumed as defined in TS 36.824. Other parameters follow that of PUSCH.

	
	Nokia/NSB
	TBS of 56 bits (72 optional)

	
	Qualcomm
	We think at least the performance of 56-bit Msg3 should be included in the baseline evaluation. To have realistic assessment, the difference in the gain of unicast and broadcast beams should be considered.

	
	Intel
	TBS of 56 or 72 bits can be assumed. 1 or 2 PRBs with 14 symbols can be considered for Msg3 PUSCH simulations.

	
	Ericsson
	PUSCH with 7 bytes payload,
MCS 0, 2 PRBs, 3 DMRS symbols 11 symbols with PUSCH, 
With 7 re-transmissions (8 attempts), using different frequency for different attempts. No PDCCH errors

	
	vivo
	56 and 144 bits can be assumed as that in TS 36.824. Besides, we agree with Qualcomm that, the BF gain of UL channel associated with broadcast beam and unicast beam should be considered.

	
	Verzion
	Very important. Need to carefully evaluate, with reasonable assumptions.

	SSB/PBCH
	ZTE
	A combination of 4 SSBs in 80 ms is assumed

	
	Intel
	4 SSB combinations in TTI with 80ms.

	
	Ericsson
	SSBs are transmitted with 20ms periodicity
residual BLER after 4 retransmissions within MIB TTI of 80ms, UE is not assumed to know the SS/PBCH block index

	
	vivo
	4 SSB combinations in TTI with 80ms.
The BF gain difference between SSB/broadcast channel and unicast channels should be considered. Companies can report how to model the difference.

	Other channels
	Qualcomm
	It is important to include the performance of Msg2 PDCCH and RMSI PDCCH in the baseline performance evaluation. To have realistic assessment, the difference in the gain of unicast and broadcast beams should be considered.

	
	Ericsson
	Msg2:
PDSCH with 8 bytes payload, 
MCS 0 with transport block scale factor 0.25, 12 PRBs, 
3 DMRS symbol, 9 symbols with PDSCH (and 2 symbols reserved for PDCCH)
precoder cycling
CSI on PUSCH:
Type I wideband CSI feedback
-	8+2=10 bits for 2 port feedback + 3bit CRI
1 PRB, no HARQ ACK/NACKs
-	PUSCH without multiplexing with data on PUSCH and no frequency hopping

	
	Verzion
	Msg 2 is also very important. Need to carefully evaluate, with reasonable assumptions.



2.2.6 Target performance metric
There are two main options for the target performance metric.
· Option 1: The target path loss derived from the target ISD is considered as the target performance.
· Option 2: The target MCL is considered as the target performance.

Companies are invited to provide views on the above options. 
	Companies
	Comments

	CATT
	Option 1

	Samsung
	The Target performance metric for FR2 is the same as FR1. We support the use of the ISD target, but we also agree to further discuss the performance target for different scenarios (different data rate targets, channel conditions, etc.). If we additionally consider the MCL used in 36.824 in terms of the evaluation methodology, it can be used an MCL target for the target performance, and the balance of DL and UL channels or comparison between LTE and NR can be done in terms of MCL. It should not be additional burden for target performance.

	ZTE
	Similar to FR1, our first preference is to use system-level simulation to obtain the target performance, (i.e. the 5th percentile downlink or uplink SINR value in CDF curve).
We are also ok with Option 1 or Option 2 if we can define an appropriate target ISD or target MCL.
In addition, we are not sure whether the bottleneck channels would be much different between FR1 and FR2. So, another alternative is we don’t set a target for FR2 while only identify the bottleneck channels. The overall target for enhancement is the same for both FR1 and FR2. 

	NTT DOCOMO
	We prefer to follow FR1.

	Nokia/NSB
	Similar to our comment for FR1, it would seem more reasonable to first agree/align on the EVM and simulation assumptions and then discuss performance targets.

	Qualcomm
	We think comparing MCL for different channels (and their relative performance) is more important and more useful than setting a target for ISD or MCL. Differences in MCL of different channels is much less dependent on exact values of common parameters (which can be quite arbitrary). 

	Intel
	It depends on which option (MCL or MPL) is considered for baseline coverage analysis. As mentioned above, for FR1, both options can be considered, but for FR2, it may be good to include the beamforming gain into the MCL analysis for coverage enhancement. 
For Option 1, target ISD needs to be first clarified for coverage analysis.

	SONY
	Option 1 for FR2. Since spherical coverage issues, effectively impacting beamforming gain, are an issue at FR2, we think that a link budget target is more appropriate than an MCL target.

	Ericsson
	Our first preference is also to compare the coverage % of the different channel using SINR CDFs from system level simulation.
If link budget based analyses are used, the bottleneck channels should be determined by comparing the maximum loss including antenna gain and interference margin.
So we propose option 3:
Option 3: Bottleneck channels are identified by selecting those that have the worst coverage, when antenna gain and interference are accounted for.

	vivo
	We prefer option 1.

	Verizon
	If we have to go with Option 1, at least we should indicate the corresponding MCL in the TR. It is very userful for wider audience.

	InterDigital
	We support Option 2.

	CMCC
	We prefer Option 1

	Apple 
	We prefer Option 1 as FR1.



Proposals
3.1 FR1 
3.1.1 Discussion on proposals
Proposal 1:
· Adopt the following target data rates for eMBB performance evaluation for FR1.
· Urban scenario: DL 10Mbps, UL 1Mbps
· Rural scenario: DL 1Mbps, UL 100kbps
· Rural with long distance scenario: DL 1Mbps, UL 100kbps, [30kbps]

	Companies
	Comments

	Qualcomm
	Considering that VoIP traffic is at a range lower than 30 kbps (even accounting for the SIP invite message), we don’t see the motivation to add yet another target data rate to the list. We suggest sticking to our current numbers. 

	Nokia/NSB
	Agree with Qualcomm.

	Intel
	We share similar view that it is more appropriate to keep the target data rate as identified in the SID. We suggest to remove [30kbps]. 

	ZTE
	The motivation to support an additional lower target for rural with long distance scenario is not clear. We support the proposal with removing [30kbps].

	Ericsson
	We think 30kbps is needed for the most difficult coverage scenarios as an additional value to 100 kbps.
Can we also have 2 Mbps for the DL as an optional value for e.g. 700 MHz (as this may be useful for comparison to e.g. the NR study item evaluations)?
Regarding the scenarios, we think the following should be defined:
· 700 MHz: Rural (7km ISD), LMLC (6km ISD), Extreme Long Range (173 km ISD)
· 4 GHz: Rural (1732m, 3km ISD), Urban Macro (500m, 700m ISD)
We are open to discussing scenarios at 2 GHz, although we do not expect the bottleneck channels to be different than the ones we identify at 700 MHz and/or 4 GHz.
Please find our proposals for the scenarios in the email discussion document in appendix A4.

	NTT DOCOMO
	We prefer to remove [30 kbps], since single value for each scenarios is sufficient to save our working load.

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	We agree with Ericsson and think that 30Kbps is important for large cell sizes to maintain certain services.
The following additional scenario must be considered: 4 GHz (LMLC with 6 km ISD and 12 km ISD)

	Huawei, HiSilicon
	Support.
We have one general comments on all proposals. In our understanding, all proposals on simulation assumptions are only for baseline evaluation at this stage, which don’t preclude assumption adjustments for evaluations of potential enhancements in order to better assess all valuable relevant aspects. Therefore, we suggest a general proposal to clarify whether this understanding is correct or not.

	OPPO
	We agree the proposal

	SONY
	Similar view to Intel, ZTE and others that we can remove 30kbops from “rural with long distance”

	Nomor Research GmbH
	Target data rate values for eMBB are comprehensively discussed during the process of the SID. We suggest to remove [30kbps] and keep the values proposed in SID.




Proposal 2:
· For VoIP performance evaluation based on link-level simulation for FR1.
· TBS of 320bits with 20ms data arriving interval is adopted.
· FFS: TBS for SIP invite message.

	Companies
	Comments

	CATT
	We don’t’ think we need to consider SIP in CE SID as it can be covered by a normal PUSCH or PDSCH. We should focus on the channel which directly associates with VoIP.

	Qualcomm
	We think the size and segmentation of the SIP invite message poses a significant issue for VoIP services. It has been mentioned that this has caused call drops even before the voice codec starts to run. Due to IPSec constraints, it is not clear if this message can even be compressed. We think it should form an important part of our VoIP coverage analysis.

	Nokia/NSB 
	Agree with Qualcomm. However, modelling this aspect does not seem trivial. We suggest to model VoIP TBS in a more rigorous way, where all the headers and “non-codec” related redundancies are considered.

	InterDigital
	TBS (320 bits) and arrival interval (20ms) is fine. Derivation of TBS should be clarified. 

	ZTE
	Support the proposal. As for the FFS, we are open to discuss. But, if we find the TBS for SIP invite message is smaller than the TBS for eMBB service, it is no need to further evaluate for SIP invite message.

	Ericsson
	The SIP invite should be modeled.  Perhaps ‘TBD: TBS for SIP invite’ might more clearly indicate that we need the value.
320 bits may be OK as a starting point, but whether this can be segmented should be clarified.  Perhaps it is simpler to agree on a rough value for the codec data rate and packet arrival rate for now?  That is, instead of saying ‘TBS’ can we say ‘[320] bit codec payload arriving every 20ms’ or some such?

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	We agree with Ericsson views.

	Huawei, HiSilicon
	Support. TBS should be clear for LLS evluations.

	OPPO
	We agree the proposal. Note we should discuss if the connection failure is part of the coverage performance. If this need to be solved, we may only enhance for SIP invite procedure.

	SONY
	We are OK with the proposal of “TBS of 320bits with 20ms data arriving interval”. RAN1 needs to keep a reasonable level of abstraction for this study, so RAN1 shouldn’t be aiming for a more detailed model than this for the codec.

	Nomor Research GmbH
	Nomor supports the proposal.




Proposal 3: 
· The basic evaluation methodology is based on link-level simulation for FR1.
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements.
· Step 2: Obtain the baseline performance based on required SINR and link budget template.
· Step 3: Identify target performance and coverage bottlenecks based on target performance metric.
· FFS: The evaluation methodology based on system-level simulation is optional for FR1.

	Companies
	Comments

	Intel
	We are fine with the proposal. We are also fine to consider system level simulation as optional for companies to evaluate the coverage performance. 

	ZTE
	We are fine with SLS as optional but suggest deleting the FFS now. 
We noticed that 9 companies (Nomor Research GmbH/Ericsson/Panasonic/IITH/IITM/CEWIT/ RELIANCE JIO/TEJAS NETWORKS/ZTE) propose SLS based simulation, and also 5 companies (CMCC/Apple/SoftBank/Verizon/Intel) are fine with SLS method as optional. If the main concern on SLS from other companies is simulation burden, we don’t see any reason to prevent such many interesting companies from using SLS and reporting their results. So, we suggest deleting the FFS. 

	Ericsson
	We would like to be able to provide both link budget results and system level results.  If it helps progress, the system level results can be optional.
Step 3 seems to go beyond link budget evaluation, and instead compares to a target.  If we only focus on the ‘bottleneck’ channels that limit coverage, we just need to compare the measures of coverage.  So we’d suggest that only the first two steps are included in the evaluation methodology.  This does not of course preclude comparing the link budget results to some desired values.

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	We agree with Ericsson views.

	Huawei, HiSilicon
	OK. LLS is agreed in SID. We still don’t see a need to introduce SLS at this stage. Keeping FFS seems better now.

	OPPO
	We are fine for the proposal.

	SONY
	SLS is optional and not preferred. For a coverage evaluation, we think that LLS provides more clarity than SLS. The “simulation burden” issue is additional. At the end of the day, companies can contribute what they want, so companies can contribute SLS results. We don’t need an evaluation methodology for these extra results.

	Nomor Research GmbH
	Nomor supports the proposal. We also believe that system-level simulations should also be used to assess the coverage performance for FR1, along with link-level simulations, as the evaluation methodology to have better understanding of the system behaviour under different assumptions.




Proposal 4:
· For link level simulation, adopt the following table for PUSCH and PUCCH for FR1.

	Parameters
	Values

	Scenario and frequency
	Urban: 4GHz (TDD), 2.6GHz (TDD) (optional)
Rural: 4GHz (TDD), 2GHz (FDD)(optional), 700MHz (FDD)
Rural with long distance: 700MHz (FDD)

	Frame structure for TDD
	DDDSU (S: 10D:2G:2U)
DDDSUDDSUU (S: 10D:2G:2U)
DDDDDDDSUU (S: 6D:4G:4U)

	Pathloss model (select from LoS or NLoS)
	Urban: NLoS
Rural: NLoS and LoS

	Channel model for link-level simulation
	TDL-C for NLOS, TDL-D/E for LOS.

	UE velocity
	Urban: 3km/h for indoor
Rural: 3km/h for indoor, 120km/h for outdoor

	Frequency hopping
	Intra-slot frequency hopping is enabled.




	Companies
	Comments

	CMCC
	For the scenario and frequency part, 2.6GHz (TDD) is listed as optional. I think the motivation is to reduce the simulation burden as much as possible. However, at least in my mind, if we want to reduce the simulation burden, there could be another two alternatives beside to explicitly treat some of the values as optional just as in current summary. 
First alternative is to give some restrictions for the combination of frequency and frame structure for TDD, e.g., the scenario and frequency and frame structure for TDD could be updated as in the following table considering that some of frame structures are mainly targeted for some of the TDD frequencies. I think with such update the simulation workload is the same as in your proposal, or even less. 
	Parameters
	Values

	Scenario and frequency
	Urban: 4GHz (TDD), 2.6GHz (TDD) (optional)
Rural: 4GHz (TDD), 2.6GHz, 2GHz (FDD)(optional), 700MHz (FDD)
Rural with long distance: 700MHz (FDD)

	Frame structure for TDD
	DDDSU (S: 10D:2G:2U) (only for 4GHz)
DDDSUDDSUU (S: 10D:2G:2U) (only for 4GHz)
DDDDDDDSUU (S: 6D:4G:4U) (only for 2.6GHz)



The second alternative is that we do not explicitly treat any values as optional, and just let companies provide their simulation results according to their simulation capability, and we do not mandate companies to provide all the simulation results. 
Some companies may argue that with the current proposal it already considers the combination of 4GHz and DDDDDDDSUU, which is more challenge for uplink coverage than 2.6GHz and DDDDDDDSU. Regarding this kind of argument, our view is that we should try to determine the simulation assumptions according to the real deployment requirement, and we should avoid too optimistic or too pessimistic. So from our perspective, we hope to not explicitly list some of the values as optional, and it would be better to fairly and practically consider the real deployment scenarios and configurations.

	CATT
	CMCC raises a very good point that can get a trade-off between work load and the various TDD frame structures. We support the alternative#1 proposed by Fei, i.e. the frame structure for TDD can be determined depends on the frequency.

	Qualcomm
	We have long advocated a DDSU slot pattern for 5G TDD deployments. We think this offers a good trade-off between downlink/uplink rates and latency. We would like this pattern to be included as part of the simulation assumptions. We also recall Ericsson being in favor of this pattern. We think it will be hard to narrow down options as Fei proposes, and we may need to leave it open to companies’ discretion.
As we have stated earlier, TDL-C channel model may not accurately model beamforming gains, especially when differentiating broadcast channels from unicast channels. CDL channel models are a more natural fit and we must use these channel models for our evaluations. We are not in favor of penalizing broadcast channels by a fixed/static number as it is hard to predict this number, especially for cell-edge UEs. This also helps alleviate some of the concerns regarding the need for SLS.

	Nokia/NSB
	We think that considering 3 DL-heavy frame-structures only, such as FR1.30-1, FR1.30-2 and FR1.30-3 in Table A.1.2-2 of TS 38.101-4, may not be so reasonable in the context of a SI on NR coverage enhancement, where the bottleneck is most likely going to be PUSCH. We propose to add 4D1S5U to the list of frame structures, at least for 4GHz. In our view, it is paramount to characterize what is the actual dynamic MCL/MPL range which can be achieved by leveraging the frame structure (among other configurations). This would serve as a benchmark for any performance enhancement approach RAN1 may want to consider, if applicable. 
It is ok for us to consider 2.6GHz (TDD) for Rural as well, given its relevance for these types of deployment.

	Intel
	We are fine with the proposal from CMCC, in order to reduce simulation effort. 
We suggest to add channel BW and SCS in the table, i.e., 20MHz/15kHz for 700MHz carrier frequency, 100MHz/30KHz for 4GHz carrier frequency 
For channel model, we suggest to remove TDL-E for rural with long distance scenario. 

	Samsung
	We agree with CATT and CMCC about the reduction of the optional parameters. In order to make the meaningful conclusion and reduce the simulation burden, we first need to focus on the specific simulation parameters with majority view and hence reduce the optional parameters or parameters with company’s report.

	vivo
	1. what is difference between rural 700MHz (FDD) and Rural 700MHz with extremely long distance? Do they have different channel model or different ISD? Besides, we agree with CMCC that, we need to clarify that the frame structure assumption should be frequency band specific.
2. for intra-slot frequency hopping, it seems that it is based on DFT-S-OFDM waveform. However, CP-OFDM waveform is also mandatory and widely used in real deployment. We prefer CP-OFDM w/o frequency hopping is also one of the options for PUSCH.


	InterDigital
	We propose to use inter-slot FH as baseline. We expect better time diversity gain from inter-slot FH. We also support the moderator’s options for frame structure.

	ZTE
	We agree with CMCC that we should consider the real deployment scenarios and configurations. So, we support to consider 2.6GHz (TDD) and also fine with the suggestion from CMCC to reduce the simulation burden. 
We suggest also considering PUSCH w/o FH. Because FH would increase DMRS overhead and would not bring much diversity gain in case the number of allocated RBs is large (e.g., eMBB for urban) and the number of receiving antenna ports is relatively large. More specifically, FH is enabled in urban scenario, and FH is disabled in rural scenario. 

	Ericsson
	The rural scenarios should be clarified.  For the extreme rural case, we prefer to use the model from 38.802.  The LoS channel models like TDL-D/E can also be rank deficient, and these can be more difficult to simulate properly.  Moreover, the LoS channels are generally not link budget limiting, so we would like more discussion before using these newer approaches for the extreme rural scenario.
It is important to further clarify the scenarios themselves, including ISD, % of outdoor and indoor UEs, etc.  The LoS modelling should be further clarified as well.
We think frequency hopping should be left to the proponent.  Frequency selective scheduling can be better than frequency hopping.  Also, resource allocation can be for different PRBs per retransmission, which is yet another way to frequency hop. 

	NTT DOCOMO
	We agree with CMCC to reduce the optional parameters for Frequency and frame structure. And we also agree Intel to introduce SCS in the table.

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	We should study Rural with long distance 4 GHz (LMLC with 6 km ISD and 12 km ISD)

	Huawei, HiSilicon
	There seems too many TDD UL/DL configurations for simulations. It is preferred to prioritize one of them to ensure better result comparison.
Intra-slot frequency hopping should be optional but whether it is enabled or not should be reported along with simulation results.

	OPPO
	We support the proposal frequency depending Scenarios. CMCC’s proposal is also fine for us.
We are ok to not mandate Frequency Hopping

	SONY
	Not all scenarios need to be simulated by all companies. In that sense, all scenarios are optional. For TDD, it would be useful to have a more UL-heavy frame structure, as commented by Nokia.
We are OK with one DL heavy TDD frame structure (e.g. DDDSU) and onr UL heavy frame structure.

	Nomor Research GmbH
	Nomor supports the proposal, except we believe that inter-slot frequency hopping should also be considered. We have shown that inter-slot frequency hopping has significant impact on coverage performance in our contribution R1-2003940 in rural with long distance scenario.




Proposal 5:
· For link level simulation, adopt the following table for PUSCH for FR1.

	Parameters
	Values

	BLER for PUSCH
	10% iBLER for eMBB, 2% rBLER for voice.

	Number of UE antennas for PUSCH
	1 or 2

	Number of UE TRXUs for PUSCH
	1 or 2

	DMRS configuration for PUSCH
	For 3km/h: Type I, one DMRS symbol, no multiplexing with data.
For 120km/h: Type I, 2 or 3 DMRS symbol, no multiplexing with data.

	Waveform for PUSCH
	DFT-s-OFDM

	Number of repetitions for PUSCH
	For eMBB, no repetition is assumed.
For VoIP, the maximum number of repetitions can be 2/4/8.

	HARQ configuration for PUSCH
	For eMBB, no retransmission is assumed.
For VoIP, the maximum number of HARQ transmission can be 2/4/8.



	Companies
	Comments

	CATT
	· I am still confused why different antenna configuration are assumed. I think the intention here is to propose different configurations for different scenarios, i.e. urban and rural. As we commented in the first round discussion, we don’t see the motivation. A UE can stay in urban area and can also be stay in rural area. If 2 antennas are assumed for urban, why not for rural?
· For the DMRS configuration, we notice that intra-slot hopping is also assumed and the interaction between DMRS configuration and intra-slot FH should be clarified. The DMRS configuration for each hop should be determined separately based on the configuration, right? In the other words, the number of DMRS is not necessarily doubled for 120 km/h
· The PUSCH duration should also be spelt out, I assume 14 OS are assumed.
· For VoIP, I don’t think we need to consider the retransmission considering repetition is already enabled. More importantly, the HARQ-ACK gain has be addressed in the link budget template.
· The bandwidth should be determined considering frequency hopping is assumed.

	Qualcomm
	We agree with the number of UE antennas in this proposal. We think it is necessary to include both 1 and 2 tx options as a UE may have only 1 antenna for sub GHz bands, while 2 antennas are likely to be available for higher bands.

	Nokia/NSB
	If 2 TxRUs are considered, we should probably also discuss precoder assumptions to ensure the baseline is shared by all companies. Thus, we prefer to consider only 1 TxRU, which would not only avoid possible inconsistencies across results but also be aligned with IMT-2020 assumptions.
Concerning DMRS, we are open to consider 2 or 3 DMRS in case of high-speed UE. However, we would like to confirm that the understanding is that the goal is to retain the configuration for which the best MCL/MPL is observed, and not study the performance of both configurations independently. Is this the case? 

	Intel
	We share similar view as CATT that the number of symbols for PUSCH needs to be clarified. In our view, 14 symbols are assumed.
For intra-slot frequency hopping, our view is that the frequency distance between two hops is half of the channel bandwidth. 

	Samsung
	The maximum number of repetitions and HARQ configuration for VoIP can be calculated depending on the frame structure for TDD and VoIP feature with 20ms data arriving interval. For example, in case of the frame structure of DDDSU (please refer the Figure 1 in R1-2003917), the maximum number of repetitions and HARQ retransmission are 2 and 3 (without initial transmission), respectively. If the common understanding is the above intention, we are fine with this proposal. If not, we need to clarify the maximum number of repetition and HARQ transmission.

	vivo
	3. for voip, if HARQ is assumed in simulation, how to handle the HARQ gain for data channels in link budget template (line 21b)? Is it still 0.5dB?
4. for voip, it seems not necessary to consider repetition and HARQ simultaneously, we prefer repetition is On without considering HARQ retransmission for voip.

	InterDigital
	We support to assume 14-symbol slots for PUSCH. We also agree with the number of antennas for UE. For eMBB, we would like to have options of having repetition on or off. For 3km/h, we would like to have at least 2 DMRS symbols, as we have shown in evaluation in our contribution (R1-2004304). We should also agree on PUSCH mapping type. We support mapping type B.

	ZTE
	The interaction between DMRS configuration and intra-slot hopping should be clarified. Our reference is that:
For urban scenario with 3km/h: One DMRS per PUSCH
For other cases, one DMRS per frequency hop. 

	Ericsson 
	1 DMRS symbol seems too few, and is not consistent with e.g. Msg3.
Repetition should not be precluded for eMBB, especially for Msg3.
10% initial BLER and 2% residual BLER seem reasonable starting points.  
Retransmission should be allowed for both eMBB and VoIP; it seems strange not to have it for eMBB.  Moreover, HARQ should be simulated at the link level to get an accurate SINR target.
We don’t think ‘TXRUs’ should be used for UEs here, since antenna configurations are not in general symmetric in a UE (often there are more Rx than Tx antennas).  We think UEs antenna configurations should include 1T2R for 700 MHz and 1T4R for 4 GHz.  Four receive antennas at 4 GHz is more in line with UE capability than two receive antennas in our understanding.  We can also consider 2T4R for 4 GHz.

	NTT DOCOMO
	For the DMRS configuration, we support to use dense configuration with additional DMRS symbols, so we support the DMRS configuration and number of OFDM symbols for PUSCH is TBI (of define both parameters).

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	Regarding number of UE antennas, we agree with Ericsson comments.
Support qam64lowSE MCS table to support low SNRs for eMBB evaluations with DFT-s-OFDM. 
4 GHz TDD for rural long distance be considered

	Huawei, HiSilicon
	Basically, we agree with the parameters and settings in the proposal except for the following,
For the demodulation evaluation, BLER is a parameter only for derivation of required SNR. It is better to directly align required SNR among companies rather than BLER because BLER could be a value other than 10% when some potential enhancement solutions are evaluated, e.g. HARQ retransmission. 
Regarding UE TxRU, we prefer only 1 TxRU since it is for UL coverage evaluation.

	OPPO
	We are support the proposal as baseline.

	SONY
	Methodology should allow for simulation of retransmission and HARQ for both eMBB and VoIP. Previous studies have shown that HARQ can provide significant coverage gains. 

	Nomor Research GmbH
	Nomor supports the proposal. 
Nomor believes that 2 UE antennas and 2 TxRUs should be used, instead of 1, as up to 2 antennas were allowed in IMT-2020 evaluations for rural with long distance. For VoIP, in case 8 PUSCH repetitions are considered, Nomor supports 2 HARQ transmissions.

	T-Mobile USA
	We support using DFT-S-OFDM as baseline for PUSCH.  




Proposal 6:
· For link level simulation, adopt the following table for PUCCH for FR1.

	Parameters
	Values

	PUCCH format type
	Format 1, 2bits UCI
Format 3, 11/22 bits UCI

	BLER for PUCCH
	For PUCCH format 1: 
DTX to ACK probability: 1%. NACK to ACK probability: 0.1%, ACK missed detection probability: 1%.
For PUCCH format 3: 
Block error probability: 1%

	Number of PRBs for PUCCH
	1 PRB

	Number of UE antennas for PUCCH
	1

	Number of UE TRXUs for PUCCH
	1

	Number of repetitions for PUCCH
	w/ or w/o repetition for PUCCH.
The maximum number of repetitions can be 2/4/8.



	Companies
	Comments

	CATT
	· we propose 1 bit UCI  for PF#1. In this case, only HARQ-ACK is transmitted on the PUCCH and it is possible for UE to separately transmit HARQ-ACK bit on each PUCCH resource. 1 bit UCI certainly has better performance over 2 bits UCI. We should access what is the best the current mechanism can achieve instead of take the sub-optimal solution as the baseline.
· The PUCCH duration should be determined. I suppose the intention is 14-OS PUCCH
· The bandwidth should be determined considering frequency hopping is assumed

	Nokia/NSB
	We are not sure we should consider PUCCH repetitions. Can we have a specific discussion on this aspect, with a vote? We are fine with the rest of the proposal.

	Intel
	For UCI payload size, we suggest to take 22 bits for simulations. 
We share similar view as CATT that the number of symbols for PUCCH needs to be clarified. In our view, 14 symbols are assumed.
For intra-slot frequency hopping, our view is that two hops are located in the edge of channel bandwidth, which is based on the common PUCCH resource set. 

	Ericsson
	We think 4 bits should be considered for 4 GHz TDD systems, and so format 3 should be used for A/N.  22 bits UCI may be large; would like to check this value further.  4 DMRS symbols should be used for PUCCH.
Both 1% and 10% BLER should be considered; 1% BLER may be overkill especially for CSI.
Also, CSI on PUSCH should be considered (with 4 DMRS symbols). Details are in the email discussion document in appendix A4.

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	Support the proposal.

	Huawei, HiSilicon
	Support.

	OPPO
	Support the proposal

	Nomor Research GmbH
	Nomor supports the proposal.




Proposal 7:
· For link level simulation, adopt the following table for PUSCH and PUCCH for FR1.

	Parameters
	Values

	Number of receive antenna elements for BS
	Urban: 192 antenna elements, 
(M,N,P,Mg,Ng) = (12,8,2,1,1)
Rural: 64 antenna elements for 4GHz
(M,N,P,Mg,Ng) = (8,4,2,1,1)
16 antenna elements for 700MHz
(M,N,P,Mg,Ng) = (2,4,2,1,1)

	Number of receive TxRUs for BS
	Urban: 2/8/64 TxRUs, Rural: 2/4/8 TxRUs

	Delay spread
	Urban: 300ns, [240ns]
Rural: 300ns
Rural with long distance: 30ns

	Latency requirements for voice
	50ms/100ms

	PRBs/TBS/MCS for PUSCH
	Reported by companies.



	Companies
	Comments

	CATT
	· the antenna configuration is only used in the link budget template and no usage for LLS. I suggest to remove them in the table for LLS assumptions. 
· For the DS, although we initially propose to use the same way as ITU to calculate the delay spread for each scenario, we are ok to follow the majority views. However, we think the [240ns] for urban should be removed. It doesn’t make much difference from 300ns but significantly increase the workload. I strongly propose to remove it.
· For the PRBs/TBS/MCS, the key parameter should be the number of PRBs as TBS can be determined by the data rate and frame structure.  I understand that it is pretty difficult to identify an optimal combination for the simulation for now. BUT if we leave it to companies, my concern is the precise values assumed by companies will be very divergent and it will result in divergent simulation results. Could we at least conclude an explicit parameter for the number of PRBs,  and the other number of PRBs could be reported by companies? From this way, we can at least with a pure baseline of parameter for all the companies. 
· DMRS power boosting should also considered. From our internal simulation, power boosting can bring 2 dB gain than without power boosting.
· For the latency requirements for voice,c

	Qualcomm
	We don’t think 16 antenna elements for 700 Mhz band is typical. 4 antennas is the more typical configuration. Considering potential spectrum re-farming in the sub GHz band and reuse of cell sites and antenna configurations, 4 seems to be the most reasonable choice. 
For urban deployments in the 4 GHz band, we think the option of 2 or 8 TXRUs do not reflect typical deployments. These options suggest up to 96 antenna elements per TXRUs which is a very strange gNB architecture. We suggest sticking to 64 TXRUs for 4 GHz deployments. 

	CMCC
	For Urban scenario with 4GHz or 2.6GHz TDD, we also think we can just stick to 64 TxRU since 2/8 TxRU is not a typical configuration.
For Rural scenario with 4GHz or 2.6GHz TDD, we think 8 TxRUs is a typical configuration, we may not need 2/64 TxRUs.
We think 4 TxRUs is a more typical configuration for 700MHz. 
Based on above, we propose to update the related part as follows.

	Number of receive antenna elements for BS
	Urban: 192 antenna elements for 4GHz and 2.6GHz, 
(M,N,P,Mg,Ng) = (12,8,2,1,1)
Rural: 64 antenna elements for 4GHz and 2.6GHz
(M,N,P,Mg,Ng) = (8,4,2,1,1)
16 32 antenna elements for 700MHz
(M,N,P,Mg,Ng) = (82,24,2,1,1)

	Number of receive TxRUs for BS
	Urban: 2/8/64 TxRUs, Rural: 2/4/8 TxRUs for 4GHz and 2.6GHz, and 4TxRU for 700MHz.





	Nokia/NSB
	Similar view as CATT for DS and DMRS power boosting. 
Concerning the number of receive TxRUs at gNB, including 64 as possible value opens some questions related to channel model (is TDL still an appropriate choice in this case?) or hardware configuration (192/64=3 AEs per TxRUs which is a rather unconventional configuration). We think that considering numbers up to 8 may be enough and simpler.
Concerning PRB/TBS/MCS, similar to CATT, we also think that once either MCS or PRBs is fixed, then TBS is automatically calculated given the throughput target. Moreover, leaving complete flexibility to companies may yield results that are scarcely comparable with each other. Given the non-negligible impact this aspect has on the MCL (and MPL) we suggest spending more time discussing it. Having said this, if something needs to be fixed, it should be MCS in our view. A sensible approach could be to fix a baseline value and then leave companies the flexibility to test other values to highlight the dynamic range of MCL when different MCS indices are used (like the logic we suggested for the frame structure). Such baseline should be a configuration which is already targeting long coverage, e.g., MCS0 in Table 5.1.3.1-1 or MCS4/MCS5/MCS6 from Table 5.1.3.1-1, to be consistent with the scope of the SI. Number of PRBs and TBS would then be calculated accordingly.

	Intel
	For the number of antenna elements for BS, in our view, we prefer a smaller number of antenna elements for urban scenario, e.g., 64 or 128. 
Further, regarding PRBs/TBS/MCS for PUSCH, we would like to consider aligned simulation assumptions including TBS/MCS among companies so as to provide meaningful study for baseline performance study. In our preliminary study, it was observed that different combinations of TBS/MCS and the number of PRBs can result in substantial performance difference. In our view, a general consideration is that QPSK and code rate <1/3 are employed for PUSCH simulation.   

	Samsung
	Regarding PRBs/TBS/MCS for PUSCH, the number of PRBs should be determined to accurately compare the simulation results provided by companies. Our first step in SI is to identify the necessity of coverage enhancement and the target channel based on the baseline coverage performance which should be converged simulation results. Since the value of link budget may be quite different depending on the PRBs/TBS/MCS (e.g., different modulation order), however, it can be difficult to make a meaningful conclusion with diverged simulation results. Therefore, we need to determine the fixed number of PRBs and MCS index for PUSCH. We are okay even if the number of PRBs and MCS index are different for each scenario. It would be better to provide the parameters by optimal combination from some companies.
Regarding the OFDM symbol, it should be specified and we prefer 14 OFDM symbol for PUCCH and PUSCH to maximize the coverage. 
Regarding the reflection of the latency requirements for voice in LLS, in our understanding, the transmission location by HARQ retransmission in time domain can be different. If the latency requirements for voice is long, the transmission location by HARQ retransmission can be sparse. The sparse transmission has a potential to obtain the time diversity than dense transmission.

	InterDigital
	We agree with CATT that the number of receive antenna elements for BS is used for system level evaluation. The description is also not compatible with TDL channel models. Thus, for FR1, we would like to see the number of antennas and radiation pattern agreed in this discussion. For latency requirements for voice, to narrow down combinations of parameters to simulate, we propose to evaluate 50ms only. We support to have 2RX at BS.

	ZTE
	We agree that it’s better to determine some fixed number of PRBs and MCS index for PUSCH. One way is to first determine a proper MCS like MCS#0/2/4 and then determine the corresponding number of PRBs based on the targeting data rate. Or, we can collect the number of PRBs directly from companies based on their preliminary assessment. In our view, the following can be considered. 
For eMBB in rural scenario, 2, 3, 5 PRBs can be the alternatives.
For eMBB in urban scenario, 15, 24, 30 PRBs can considered.
For VoIP, 4 or 10 PRBs can be considered.

	Ericsson
	General question: Why are the antenna configurations and channel models limited to PUSCH and PUCCH?  Shouldn’t we agree to one set of gNB antenna configurations and channel models for all UL and DL channels?
At 700 MHz, the antenna configuration at gNB should be (M,N,P,Mg,Ng) = (8,1,2,1,1) or (8,2,2,1,1) ; (4x1 virtualization) with 2 and 4 receive chains, respectively.  4 Rx antennas may be of more practical interest in our view.
The number of antenna elements and element layout for 4 GHz is somewhat larger than we had in mind, but we think OK.  Real gNBs can have large numbers of TXRUs, and so we are fine with 32 or 64 TXRUs at 4 GHz.
Delay spreads at the link level of 30ns and 300ns are OK.  Medium correlation should be used for the TDL channel models in link level simulations.

	NTT DOCOMO
	We support the FL summary for PRBs/TBS/MCS for PUSCH as TBI.

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	Support Qualcomm views on antennas.
MCS table should be specified as qam64lowSE table with DFT-s-OFDM.
1 PRB simulation must be considered. 

	Huawei, HiSilicon
	There are 3 alternative setting values for number of TxRUs, increasing simulation workloads. We prefer to prioritize one of them, e.g. 2 TxRUs.
For Rural 700MHz, 4 antenna element seems better, and its TxRU should be limited accordingly.
Regarding the latency for voice, clarification is needed for its clear definition and its applicability to LLS.

	SONY
	Support that PRBs/TBS/MCS for PUSCH should be TBI. While some companies may consider that a low MCS and a larger number of PRBs is better for coverage, with an associated low power spectral density, other companies might prefer a higher MCS supported by HARQ. At this stage, it is not clear whether a “large #PRBs” or “small #PRBs” approach is the best one.

	Nomor Research GmbH
	Antenna Elements: 
Nomor supports the earlier number of antenna elements proposed on BS for rural and rural with long distance scenarios, i.e. (M,N,P,Mg,Ng) = (8,4,2,1,1). 
Nomor does not have objections for the proposal of urban scenario.
TxRUs:
We have already used 4TxRUs per polarization in our IMT-2020 evaluation for rural scenario, where we have 4 columns of antenna elements per polarization in our system-level simulations. This is also the assumption we have used in our contributions. Therefore, Nomor supports the idea that 8TxRUs (Mp,Np) = (1,4) should be used for the rural and rural with long distance scenarios. This is also mentioned as the baseline assumption in IMT-2020 evaluation process by some other companies in GTW1.
In the urban scenario with the BS antenna configuration proposed above, there should clearly be sub-array partitioning in vertical domain, i.e. Mp>1, due to the flatness of a beam generated by a column of 12 antenna elements and the wide variety of elevation angles under which the BS can see the UEs. Hence, here too, in our opinion there should be at least 8TxRUs, e.g. (Mp,Np)=(2,2) or even 16 TxRUs (Mp,Np)=(2,4).
Latency Requirement for Voice:
Our suggestion is to stick to the regular packet delay budget for 5QI = 1, which is 100ms for conversational voice. Therefore, latency requirement for voice supported to be defined as 100ms one way, including at the rural scenario with long distance.
Nomor supports the other values mentioned in the proposal.




Proposal 8:
· Down selection on the following two options for the link budget template in next meeting.
· Option 1: Adopt single link budget template based on IMT-2020 self-evaluation with necessary revisions, including adding/removing/revising some parameters.
· Option 2: Adopt both templates, i.e. link budget template in IMT-2020 self-evaluation and link budget template in TR 36.824.

	Companies
	Comments

	Nokia/NSB
	Maybe we could consider the possibility of including just the MCL as calculated in link budget template in TR 36.824 in the link budget template for IMT-2020. From our perspective, the calculation of that MCL value would be a necessary step to get to the MPL in any case. We are also open to consider Option 2 if such is the majority view.

	Intel
	We are fine with the proposal. 

	InterDigital
	Similar to Nokia’s view, we are also supportive to have Option 3 where only MCL in TR 36.824 is used as the link budget template.

	Ericsson
	We think the IMT and MCL based methods can be merged.  Can we have an option 3: add antenna gain and interference margin to MCL?

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	Option 1 is mandatory. Option 2 can be considered.

	Huawei, HiSilicon
	We prefer Option 1. OK with the proposal at current stage.

	OPPO
	Option 1

	SONY
	OK with Ericsson’s approach.

	Nomor Research GmbH
	Nomor supports option 1.




Proposal 9:
· The target performance metric needs further discussion.
· Option 1: The target path loss (MCL) derived from the target ISD is considered as the target performance.
· Option 2: The target MCL is considered as the target performance.
· Other target performance metrics are not precluded.

	Companies
	Comments

	Qualcomm
	We would also like to include relative MCL difference across PHY channels as a metric for coverage characterization. Absolute comparisons are meaningful only in a limited context (specific ISDs, pathloss models, etc), while relative comparisons are more broadly applicable. 

	Nokia/NSB
	We suggest differentiating between MPL and MCL more rigorously. In option 1, it should be MPL and not MCL.

	Intel
	It depends on the outcome of proposal 8. 
For option 1, we suggest to align the ISD for each deployment scenario so as to provide meaningful coverage analysis for different physical channels.
For option 2, it is important to determine overall coverage enhancement target, which can be based on the worst coverage performance or other metric. Subsequently, the coverage gap for different physical channels can be identified accordingly. It is more appropriate to align the overall coverage enhancement target among companies.   

	vivo
	For option 1: clarify that the target pathloss is isotropic loss

	InterDigital
	We support to include relative performance gain using MCL.

	ZTE
	If we agree that SLS based method is also considered, the target performance based on SLS should be also clarified. So, we propose to add a sub-bullet to say ‘The target performance based on SLS is determined by the 5th percentile SINR value in CDF curve for different physical channels’

	Ericsson
	We also think relative performance should be prioritized.  We think we should focus on the coverage calculation itself before identifying targets.

	NTT DOCOMO
	We also support the relative MCL for the target performance.

	IITH, IITM, CeWiT, Reliance Jio, Tejas Networks
	We should focus on the coverage calculation before identifying targets.

	Huawei, HiSilicon
	OK. We don’t see a well justification or necessity to involve SLS into target performance yet.

	OPPO
	Option 1.

	SONY
	We think that relative performance is more important than target performance. The target performance can be considered as additional “FYI” information.

	Nomor Research GmbH
	Nomor supports option 1.




Proposal 10:
· For PDSCH, most simulation assumptions for PUSCH can be reused except for the following parameters.
· waveform
· target data rate
· PRBs/MCS/TBS
· frequency hopping
· other parameters, if any

	Companies
	Comments

	Intel
	We think the number of symbols is also important and can be different from PUSCH. For instance, for PUSCH transmission, we can assume 14 symbols, but for PDSCH, typically we assume 12 symbols excluding 2-symbol PDCCH. 
Further, it is more appropriate to include “localized/distributed mapping” for PDSCH, instead of frequency hopping.  

	Ericsson
	We suggest more detailed configurations, and agree that localized mapping can be more appropriate (perform better than) frequency hopping for PDSCH, depending on the conditions. In general, the target data rate can be mapped to an SINR. 
We provide more details for PDSCH at 700MHz and 4GHz for Msg2 and ‘normal’ PDSCH in the email discussion document in appendix A4.

	Huawei, HiSilicon
	Suggest to have detailed values for those exceptions, at least for number of PRBs. If hard to converge at this stage, values in brackets can still be helpful to remind a comeback discussion.

	
	

	
	

	
	




Proposal 11:
· For link level simulation, adopt the following table for PDCCH for FR1.

	Parameters
	Values

	aggregation level
	8/16

	payload
	40 bits/ 24 bits

	CORESET size
	2 symbols, 48 PRBs

	CCE-to-REG mapping type
	interleaved or non-interleaved mapping



	Companies
	Comments

	CATT
	· AL16 is sufficient as it have much better performance than AL8
· 24 bits payload size doesn’t make sense. 24 bits is only possible for the new DCI format for URLLC. But the UE has to support the fallback DCI, which typically has 40 bits payload size. Hence the bottleneck should be 40 bits and we don’t need to consider a smaller one.
· We propose 3-OS CORESET and interleaved CCE-to-REG mapping to obtain more diversity gain

	Qualcomm
	Could you clarify that for the payload, you meant 40 bits + 24 bit CRC?

	Nokia/NSB
	DCI payload of 40 bits seems more interesting than 24 bits, for the reasons given by CATT. We propose to focus the attention only on this value. Of course, if the Moderator meant 24 bits CRC, then it would be fine. We also think we should only consider AL16, since we already know this gives better performance than AL8, thus it is more suitable to study the maximum PDCCH coverage.

	Intel
	We would assume 40 DCI payload + 24 bit CRC. 
As we commented earlier, it would be good to clarify whether narrowband (higher-layer parameter precoderGranularity equals sameAsREG-bundle) is or wideband DMRS (higher-layer parameter precoderGranularity equals allContiguousRBs) is applied for PDCCH transmission

	vivo
	it should be common PDCCH (broadcast), and the related antenna gain and beamforming gain should be clarified.
for broadcast channels, the BF gain should be different from the ideal BF gain in link budget template, we think it should be considered, and companies can report how to model the BF gain for broadcast channels.

	ZTE
	We also think the payload is the information bits excluding the CRC. 

	Ericsson
	Agree that antenna gain should be clarified for PDCCH.  We propose 4 SSB beams for 4 GHz.  precoder cycling should be used, at least for the non-interleaved case in low delay spread.
1% and 10% BLER targets should be simulated

	Huawei, HiSilicon
	OK

	OPPO
	40bits payload only, AL 16 is ok.

	SONY
	Clarification of the meaning of “40 bits / 24 bits” for the payload would be useful.

	Nomor Research GmbH
	Nomor supports the proposal.




Proposal 12:
· For link level simulation, adopt following TBS for Msg3 for FR1
· 56 bits
· [144bits]

	Companies
	Comments

	Nokia/NSB
	The only mandatory configuration to study should be 56 bits. If a second TBS for Msg3 should be considered, our preference is for 72.

	Intel
	We share similar view as Nokia that 72 bits would be a reasonable choice for Msg3. 

	Ericsson
	56 bits should be fine for coverage limited scenarios.  72 bits seems less relevant to UEs in idle state, if I understand correctly.  
Msg3 baseline should include retransmissions, with up to 8 total transmissions.

	Huawei, HiSilicon
	OK.

	Nomor Research GmbH
	Nomor supports the proposal.



3.1.2 Discussion on revised proposals
Proposal 8:
· Down selection on the following options for the link budget template in next meeting.
· Option 1: Adopt single link budget template based on IMT-2020 self-evaluation with necessary revisions, including adding/removing/revising some parameters.
· FFS: The template provided by FL or Qualcomm.
· Option 2: Adopt both templates, i.e. link budget template in IMT-2020 self-evaluation and link budget template in TR 36.824.
· Option 3: Adopt single link budget template in TR 36.824 with necessary revisions, including adding/revising some parameters.

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	Option 1. Two alternatives should have a Tdoc number maybe. This would simplify future discussions. Maybe we could also discuss if including the MIL or not.

	ZTE
	Option 1 is trying to combine the templates from ITU and TR 36.824. As a super set, it could include both Option 2 and Option 3. So, we think it should be ok to only keep Option 1 here. 
As for the FFS, we prefer the template from FL. However, I still don't understand why we need list MIL as an output. MCL can be easily converted to MIL w/ additionally considering transmitter/receiver antenna gains. So, it may no need to explicitly list MIL here. Of course, we can further discuss the FFS if we go with Option 1. 

	CATT
	Option1. Option 1 has been well developed in IMT 2020 self-evaluation and is sufficient for coverage evaluation.

	MediaTek
	Option 1. At least the single template is preferred so that Option 2 is not preferred. Two templates will make the work load high and/or lead to the difficulty for unified evaluation. 

	Samsung
	Support option 1. Since we think HW link budget value used in IMT2020 is enough to identify the baseline coverage performance and target performance for this SI, we are not sure the necessity of MIL. In option 1, we prefer the template provided by FL without MIL. 

	Qualcomm
	We are okay to go with Option 1. MIL is identified separately as some companies had concerns on how antenna gain is to be accounted for. 
 
Regarding Note 2 in Row 63 of FL table, our understanding on tx/rx array gain is that this reflects what we gain from operations like digital beamforming/combining. We are not sure if Note 2 is aligned with this understanding. The description “mapping between antenna elements and corresponding TXRU” seems to point to what is referred to as antenna gain in the IMT 2020 table. For example, we we group 8 antenna elements to form a single TXRU, this composite 8-element antenna has a certain antenna gain, and this is what is to be used as input to antenna gain in the IMT 2020 table.

	Ericsson
	We tend to prefer option 3 as a starting point.  The ITU template has 67 rows, many containing free parameters that need to be identified.  Rather than remove all the parameters that are not relevant to the NR coverage enhancement study from the ITU template, we prefer to add a small number of values that are needed to the 36.824 template.  This should be more time efficient.

	NTT DOCOMO
	We prefer option 3 as in the same reason with Ericsson.

	InterDigital
	We also support option 3.

	KDDI
	We support option 3. 

	IITH, CEWIT, IITM, Tejas Networks, Reliance Jio 
	Option 1 with the FL proposal. 

	Huawei, HiSilicon
	Support the proposal although we prefer Option 1.

	Intel
	We support Option 1 as it includes both MCL and MPL in a single template. As commented in the other proposal, we suggest to consider link budget template from FL without MIL calculation. 



Proposal 8a:
Down selection on the following options for antenna array gain.
· Option 1: Antenna array gain is included in the link budget template. 
· FFS: array gain = 10 * 1og10 (number of receive antennas/number of receive TxRUs)
· [bookmark: _Hlk42162111]FFS: For TDL channel model
· Option 2: Antenna array gain is included in LLS.
· FFS: For CDL channel model

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	We think Option 1 is a good starting point, but may be very optimistic. We suggest to add a further FFS for option 1, such as: “FFS: receiver implementation margin to model non-idealities and imperfections”. Additionally, we should ensure different companies use same naming scheme and terminology.

	ZTE
	To be clear, we suggest to add ‘ for FR1 based on LLS based methodology’ at the end of the main bullet.
As for the two options, we prefer Option 1. 

	CATT
	Option 1. Not sure what the second sub-bullet under option 1 means. Open to discuss but need make it clear.

	MediaTek
	Option 1. At least it can be a baseline. Whether to further consider some impairments or margin can be discussed for the antenna array gain setting.

	Samsung
	We support Option 1 for at least FR1.

	Qualcomm
	We strongly recommend Option 2. It is important to not take array gain (from digital beamforming/combining) for granted, especially for cell-edge UEs. As Nokia notes above, it leads to very optimistic results. MMIMO deployments in the 4 GHz band form an important component of worldwide NR adoption. If there are coverage issues with such deployments it is better to uncover them now. Simulating 64 TXRUs at the gNB forms an important aspect of such an analysis. 

Due to the larger number of TXRUs, MMIMO gNBs can have very low SINRs per TXRUs, making channel estimation for beamforming/combining very challenging. It would be an over simplification if we go with a static/fixed gain. Diversity gains and channel hardening is another aspect that we will completely miss if we decide to go with Option 1.

This decision has major implications for what enhancements we prioritize, and if we don’t do this right, we could come to misleading conclusions. Let us not reduce this to an academic exercise.

	Ericsson
	Option 1 should be used, but agree 100% with Nokia to avoid optimistic models.  We’d propose something a bit more general than Nokia: ‘Values reflective of realistic implementation and network operation should be used’

	NTT DOCOMO
	We support Option 1.

	InterDigital
	We support Option 1.

	IITH, CEWIT, IITM, Tejas Networks, Reliance Jio
	Option 1 and same views as Nokia and Ericsson.

	Huawei, HiSilicon
	Support the proposal. TDL channel is sufficient for FR1.

	Intel
	We support Option 1. 

	vivo
	Support option 1



Proposal 9:
Identify the target performance and coverage bottlenecks based on target performance metric.
· FFS: the target performance metric.
· Option 1: The target path loss is considered as the target performance.
· Derived from the target ISD.
· Option 2: The target MCL is considered as the target performance.
· Alt1: Derived from the target ISD, considering shadow fading margin, penetration loss, etc.
· Alt2: Fixed target MCL, e.g. 147dB for VoIP
· Alt3: Relative MCL
· Option 3 (optional): The target performance based on SLS is determined by the 5th percentile SINR value in CDF curve for different physical channels.
· Other target performance metrics are not precluded.

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	Given that only one option is given for target performance based on SLS, shouldn’t it be better to remove Option3 and add a bullet that says: “If optional SLS is performed, the target performance for SLS is determined by the 5th percentile SINR value in CDF curve for different physical channels ” ?

	Intel
	We share similar view as Nokia that it is unclear to us why MIL is used in the FL link budget template. In proposal 9, none of the performance metrics is based on MIL. We suggest to only keep the MCL calculation in the FL link budget template.

	ZTE
	We are fine with Nokia’s suggestion. 

	 CATT
	We are fine with the proposal but think it’s better to make it clear that we don’t expect to use all of the three options. We still suggest to modify the main bullet as following:
‘Down selection on the following options to identify the target performance and coverage bottlenecks based on target performance metric’

	MediaTek
	Fine with the proposal.

	Samsung
	We are fine with Nokia’s suggestion.

	Qualcomm
	We are fine with the proposal. It is not clear if down selection is way to go at this point. We suggest keeping it as it is.  

		Ericsson
	Regarding MIL: We think it is critical to include antenna gain (as well as interference margin), so if we have MCL then including MIL is natural, while if we have MIL and antenna gain, MCL can come for free.  MIL is anyway in the IMT template, so I wonder why this is an issue.

Overall, we can agree to identify the coverage bottlenecks via relative performance measures at this stage, since that is needed to decide on enhancements.  Measures of targets, i.e. absolute performance will naturally require more effort, and the suitability of the targets will need to be debated.  So we would prefer to further discuss target performance & metrics.

	NTT DOCOMO
	We support relative metric for the target performance, since it may be difficult to define common parameters, so that absolute value may be difficult to define.

	InterDigital
	We support Option 2. We can rephrase Option 2 as “The target MCL An MCL or MCL based metric is considered as the target performance” since the original wording is more suitable for Alt1/2. We are also fine to postpone the discussion for the next meeting.

	KDDI
	We support Option 2. However, considering the situation at this stage, we are fine with Qualcomm’s suggestion. 

	IITH, CEWIT, IITM, Tejas Networks, Reliance Jio
	Is there a down selection? If not the proposal is fine.

	Huawei, HiSilicon
	Support the proposal. Option 3 is not preferred because its 5%-ile SINR highly depends on traffic load level.



Proposal 5:
· For link level simulation, adopt the following table for PUSCH for FR1.
	Parameters
	Values

	BLER for PUSCH
	10% iBLER for eMBB, 2% rBLER for voice.

	Number of UE transmit antennas chains for PUSCH
	1 or 2

	Number of UE TRXUs for PUSCH
	1 or 2

	DMRS configuration for PUSCH
	For 3km/h: Type I, 1 or 2 DMRS symbol, no multiplexing with data.
For 30km/h and 120km/h: Type I, 2 or 3 DMRS symbol, no multiplexing with data.
For frequency hopping, Type I, 1 or 2 DMRS symbol for each hop, no multiplexing with data.

	Waveform for PUSCH
	DFT-s-OFDM

	Number of repetitions for PUSCH
	For eMBB, no repetition is assumed.
For VoIP, the maximum number of repetitions can be is 2/4/8.

	HARQ configuration for PUSCH
	For eMBB, no retransmission is assumed.
For VoIP, the maximum number of HARQ transmission can be reported by companies. can be 2/4/8 depends on the frame structure for TDD and latency requirements for VoIP.

	PUSCH duration	
	14 OS



Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	From our perspective one important factor is still missing from the proposal. Both the number of repetitions and retransmissions must be compliant with the considered TDD frame structure. For instance, when DDDSU is considered and we consider a 20ms arrival rate for VoIP packets only 2 repetitions and 4 retransmissions are possible for FR1, if we do not want to incur latency issues. For this reason, we fear that not considering these important limitations may yield very unreliable results with scarce practical relevance.
Concerning the DMRS number we do not see why we should remove the possibility of considering 1 DMRS symbol for 3km/h. Why do we want to prevent ourselves from considering a case in which code rate can be lowered at the cost of lower channel estimation quality? There is clearly a trade-off to be harnessed there, and by setting a default static value is a very strange choice. Please note this does not mean we are suggesting that each company should present results for both values, it’s actually the converse. In our view, it is wise to limit the choices to 2 values per UE speed scenario, and each company can then present results for the best configurations according to the simulations the company itself has performed.
As we discussed above, we suggest to consider also 1 DMRS symbol for the 3 km/h case. The benefit of having 2 DMRS in this case is not clear, if suitable LA is performed, i.e., if a suitable MCS index and number of PRBs is chosen. We also suggest to add that both the max number of repetitions and retransmissions shall be compatible with the limitations imposed by the considered frame structure.

	Intel 
	As we commented in GTW meeting, we also need to consider DMRS positions for DMRS configurations. We think Type B mapping could be a good starting point.

	ZTE
	We think one DMRS should also be considered. A lower coding rate could be achieved with less DMRS overhead and potentially provide better performance. 

	CATT
	We share the same views that 1 DMRS for 3 km/h is sufficient.
As mentioned in GTW meeting, we don’t think we need to enable retransmission and repetition simultaneously, especially considering we have assumed 8 repetitions and the HARQ gain has been considering in the link budget template.

	MediaTek
	For 3km/h, 1 DMRS w/o data multiplexing (with DMRS power boosting) can be considered. 
For repetition and HARQ retransmission, there seems no fundamental difference for the performance and simulation. Maybe the only difference is on the interval between transmissions which may bring some time diversity gain and the allowed latency. So it could be set according to the traffic delay budget, e.g., more repetitions but less HARQ transmissions for VoIP, and only HARQ transmissions for eMBB for the best performance.

	Samsung
	Regarding the repetition for PUSCH, there are two repetition types for PUSCH such as PUSCH repetition type A and PUSCH repetition type B. For clarification, we suggest to only consider the PUSCH repetition type B. PUSCH repetition type B has better performance than type A in TDD scenario and almost same performance with type A in FDD scenario. To this end, we suggest to add the clarification followed as: 
“For VoIP, the maximum number of nominal repetitions is 8 for PUSCH repetition type B.”
Regarding the number of DMRS symbol, we also suggest to consider 1 DMRS symbol for 3km/h without frequency hopping. In our understanding, 1 DMRS symbol is sufficient to estimate the channel information in case of 3km/h. 

	Qualcomm
	We want to make sure a minimum of 2 DMRS symbols are included for all UE velocities. Cell-edge UEs operate at extremely low SINRs, uplink channel estimation is challenging independent of doppler. Also cell-edge UEs tend to have larger residual frequency errors due to poor downlink SINRs, in such scenarios, having 2 DMRS symbols provides gNB with some ability to account for such issues. 
Can we also evaluate CP-OFDM? Field logs indicate cell-edge UEs being configured with CP-OFDM in some NR deployments. This is also useful to have when considering potential enhancements, where applicability to both waveforms may need to be studied.

	Ericsson
	LLS of HARQ is needed for accurate HARQ gains.  We would like to know how proponents will generate HARQ gain values for different speeds, channel conditions, and bandwidths, etc.

HARQ should be used for eMBB.  It is counter-intuitive to allow it for VoIP but not eMBB.
Repetition should also be allowed for eMBB.

At least 2 DMRS symbols are needed.  Setups for CSI on PUSCH and Msg3 should be agreed as well; see below

Msg3 PUSCH:
PUSCH with 7 bytes payload,
MCS 0, 2 PRBs, 3 DMRS symbols 11 symbols with PUSCH, 
With 7 re-transmissions (8 attempts), using different frequency for different attempts. No PDCCH errors.
1% and 10% error rate

CSI on PUCCH:
5+2 bits for wideband CSI feedback for 2Tx
1 PRB, no HARQ ACK/NACKs
PUCCH format 3 with 4 DMRS and frequency hopping 
PUSCH without multiplexing with data on PUSCH and no frequency hopping
1% and 10% error rate

	NTT DOCOMO
	We also support to use one symbol DMRS for at least low mobile speed. And also following setting may be clarified for common understanding.
- PUSCH mapping type (as indicated by Intel)
- Additional DM-RS symbol positions (It seems pos0 (no additional DMRS symbols). We prefer pos1 for two symbols DMRS and pos3 for one symbol DMRS, but we can fine for pos0.)

	InterDigital
	We prefer to have 2 DMRS symbols even at 3km/h. Our evaluation results suggest that 2 DMRS symbols in a slot provides the best tradeoff between throughput and BLER performance. As presented in the contribution, we also support PUSCH mapping type B. Corresponding DMRS positions are shown in our contribution for FR1.

	IITH, CEWIT, IITM, Tejas Networks, Reliance Jio
	We have always been saying that if repetitions and retx are not allowed for eMBB, then appropriate code rate tables must be specified. This is missing.

	Huawei, HiSilicon
	OK with the proposal.

	vivo
	For voip, we do not think repetition and retransmission need to be considered simultaneously, especially in a TDD network with limited UL resources, as raised by Nokia.
We prefer to retransmission is not considered in LLS.



Proposal 5a:
· For eMBB, HARQ gain is included in the link budget template.
· For VoIP, HARQ gain is included in LLS.

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	Ok

	ZTE
	Support

	CATT
	For VoIP, we don’t think we need to consider the HARQ gain in LLS. Considering K=8, the residual BLER will be very low. 

	MediaTek
	Fine with the proposal

	Samsung
	For clarification, second bullet means that HARQ retransmission is considered in LLS for VoIP. If it is right, we support proposal 5a. 

	Qualcomm
	Need additional clarification here. In proposal 5, we are agreeing to study iBLER for eMBB. If so what does it mean to include HARQ gains in the link budget template? If we agree to study iBLER, shouldn’t we leave out HARQ gains? 

	Ericsson
	LLS of HARQ is needed for accurate HARQ gains.  We would like to know how proponents will generate HARQ gain values for different speeds, channel conditions, and bandwidths, etc.

	NTT DOCOMO
	We are fine with the proposal, on the other hand, we just wonder why HARQ gain for eMBB is included in the link budget template, although that for VoIP will be evaluated in LSS.

	InterDigital
	We would like to ask clarification for the proposal, “For VoIP, HARQ gain is included in LLS.” Does this mean we agree to simulate HARQ for VoIP? If so, we agree with the proposal for VoIP. For VoIP, we would like to have both HARQ and repetition as baseline. For eMBB we propose to have options on enabling/disabling HARQ in LLS.

	IITH, CEWIT, IITM, Tejas Networks, Reliance Jio
	Same views as Qualcomm.

	Huawei, HiSilicon
	OK with the proposal.

	vivo
	Since we prefer HARQ retransmission is not considered for voip in LLS, HARQ gain can be included in voip.



Proposal 6:
· For link level simulation, adopt the following table for PUCCH for FR1.

	Parameters
	Values

	PUCCH format type
	Format 1, 2bits UCI
Format 3, [4]/11/22 bits UCI

	BLER for PUCCH
	For PUCCH format 1: 
DTX to ACK probability: 1%. NACK to ACK probability: 0.1%, ACK missed detection probability: 1%.
For PUCCH format 3: 
Block error probability: 1%

	Number of PRBs for PUCCH
	1 PRB

	Number of UE antennas transmit chains for PUCCH
	1

	Number of UE TRXUs for PUCCH
	1

	Number of repetitions for PUCCH
	w/ and w/o repetition for PUCCH.
The maximum number of repetitions can be 2/4/ is 8.
No repetition for PUCCH.

	PUCCH duration	
	14 OS



Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	Ok

	ZTE
	Support

	CATT
	Don’t see the motivation to simulate 4 bits for PF#3 as larger payload size is already supported.

	MediaTek
	4 bits UCI for Format 3 seems not necessary. 

	Samsung
	In our understanding, repetition is the most obvious method to enhance the coverage especially for PUCCH. We are not sure why we did not consider PUCCH repetition in coverage enhancement SI. 

	Qualcomm
	We are okay with this. 

	Ericsson
	[4] bits should be clarified to be Ack/Nack + SR.  11/12 is CSI.
BLER for CSI should be 10%; 1% can be optional
Agree with Samsung.  PUCCH repetition should be simulated: CSI is likely a bottleneck

	IITH, CEWIT, IITM, Tejas Networks, Reliance Jio
	Agree with Samsung and Ericsson. Repetitions have to be considered for PUCCH.

	Huawei, HiSilicon
	OK with the proposal.

	Intel
	We are fine with the proposal. To reduce simulation effort, we think 11 and 22 bit UCI would be sufficient. 



Proposal 7:
· For link level simulation, adopt the following table for PUSCH and PUCCH for FR1.

	Parameters
	Values

	Number of receive antenna elements for BS
	Urban: 192 antenna elements for 4GHz and 2.6GHz, 
(M,N,P,Mg,Ng) = (12,8,2,1,1)
Rural: 64 antenna elements for 4GHz and 2.6GHz
(M,N,P,Mg,Ng) = (8,4,2,1,1)
16 antenna elements for 700MHz
(M,N,P,Mg,Ng) = (2,4,2,1,1)
32 antenna elements for 2GHz and 700MHz
(M,N,P,Mg,Ng) = (8,2,2,1,1)

	Number of receive TxRUs for BS
	Urban: 2/8/64 TxRUs for 4GHz and 2.6GHz, Rural: 2/4/8 TxRUs 8 TxRUs for 4GHz and 2.6GHz, and 4TxRUs for 2GHz and 700MHz.
TDL: 2 or 4 TxRUs
[CDL: urban: 64TxRUs, rural: 8 TxRUs for 4GHz and 2.6GHz, and 4TxRUs for 2GHz and 700MHz.]

	Delay spread
	Urban: 300ns, [240ns]
Rural: 300ns
Rural with long distance: 30ns

	Latency requirements for voice
	50ms/100ms

	PRBs/TBS/MCS for eMBB for PUSCH
	Reported by companies.
[30PRBs] for 1Mbps, [4 PRBs] for 100kbps.
Other values of PRBs can be reported by companies.
TBS and MCS can be calculated based on the number of PRBS, target data rate, frame structure and overhead.

	PRBs/MCS for VoIP for PUSCH
	[4 PRBs] for VoIP.
QPSK



Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	Are the numbers between [] simple reference values or mandated values to study?
Concerning TxRUs, we think that the starting point should be the differentiation between macro-cell DL and UL power limitations. What happens in actual macro-cells, at gNB, is that EIRP is (almost) always at the maximum allowable level (small fluctuations may occur, of course). In other words, in macro cell downlink the beam-based architecture certainly serves a UE multiplexing purpose (with corresponding interference reduction), however modeling its coverage enhancement impact (if by coverage we mean range) is more difficult due to EIRP limitations. In other words, irrespective of the choice of large or narrow beams, gNB must always comply with EIRP regulations and this implicitly sets the limit of how narrow DL beams you can transmit with the same output power. In our view, this complicates the modelling we are discussing here. UL situation is different, and so is indoor DL at FR2, since power limitations at the transmitter have an important impact and then different beamforming assumptions at the receive end have big impact. In this sense, from our perspective the problem is related to the definition of TxRUs and antenna elements. Shouldn’t we first agree on these definitions to ensure that companies’ understanding of the terminology is fully aligned? Discussion on how to model the gains may be much easier then.

	Intel
	We still think it would be more appropriate to align the TBS/MCS/number of PRBs among companies for the simulations. In our simulations, we observed quite different results if different combinations are chosen. To conduct meaningful study, it is good to conclude at least a set of parameters (TBS/MCS/number of PRBs) that all companies can agree.
We also agree with Ericsson that in the LLS, the number of Rx antennas at BS should be 2 or 4. 

	ZTE
	Our understanding is, there could be two ways to modeling the overall beamforming gain for LLS based methodology:
Alt 1-1: Assuming larger # of TxRU while smaller # of antennas per TxRU, e.g. 64 TxRU and 3 antennas per TxRU. That is, we would have finer digital beamforming while a coarser analog beamforming.
Alt 1-2: Assuming smaller # of TxRU while larger # of antennas per TxRU, e.g. 2 TxRU and 96 antennas per TxRU. That is, we would have coarser digital beamforming while a finer analog beamforming.
Digital beamforming can be evaluated by enabling precoding matrix based on SRS. For analog beamforming gain, it is ok to use ideal analog beamforming gain for Alt 1-1 since anyway the deviation would be not much in case of using smaller # of antennas per TxRU. While for Alt 1-2, assuming ideal analog beamforming gain could be not that accurate. In addition, CDL is mainly used for evaluating analog beamforming gain, in other words, Alt 1-1 which is mainly for digital beamforming, should not limit to CDL channel.  So, in this sense, we think we should keep 64 TxRU for TDL channel in urban scenario. But if we are minority, it's fine for us to make it as optional. 

	CATT
	We don’t think the first two rows are needed to be captured here. It should be noted it is highly dependent with proposal 8-a. 
Secondly, even if CDL is used, the array gain could also be calculated in the template as the immense antenna configuration will significantly lower the simulation.

	MediaTek
	CDL model may not be needed at least for FR1.
The latency requirements can be set 80ms instead of 50/100ms. Anyway, we’d better select one value for evaluation (or it depends on whether the repetition/HARQ gain is modelled or simulated).
If the RB number is determined in the proposal, at least one MCS can be clearly specified for the corresponding combinations {TBS, frame structure, overhead} to facilitate the simulation and calibration.

	Samsung
	Regarding the antenna configuration, we support this proposal. 
Regarding # of PRBs/TBS/MCS, we are fine to remove the bracket for both eMBB and VoIP. If there is no specific suggestion from other companies, it can be a starting point. 

	Qualcomm
	On antenna elements for 4 GHz:
Why are you reducing the number of antenna elements for rural scenarios? I am assuming that rural scenarios have better cell sites to accommodate larger antenna arrays compared to urban scenarios? If so shouldn’t we have more antenna elements for rural scenarios than urban scenarios? To keep things simple, I think it is best to assume a same panel for both urban and rural in this band. No need to consider a 64 antenna panel, 192 suffices for both scenarios in this band.

On TXRUs for 4 GHz:
ZTE lays out the argument on including 64 TXRUs in a pretty clear manner, so I wont repeat similar arguments. We think it is important to include 64 TXRUs for both TDL and CDL. 

We believe typical deployments in the 4 GHz band will have gNBs with a large number of TXRUs. We will need this to support MU-MIMO via spatial multiplexing with 12 layers or even more. If this reflects the ground reality, it becomes all the more important to evaluate the case with 64 TXRUs. 

Operator input on their deployments and gNB vendor comments on commercial products can act as an important guideline. CMCC (noticed their comment in an earlier email discussion) and ZTE both seem to indicate support for such configurations.

We want there to exist at least one commercial product for any final configuration we assume. Else this just becomes an academic exercise.

On antenna elements and TXRUs for 700 Mhz:
I don’t think there is any deployment where we have 32 antennas in this band. 32 antennas in this band implies a 4x4 panel with dual-pol antennas. Considering that half-wavelength is around 0.5m, such an antenna panel would approximately be 3 meters x 3 meters in size. This is way too large to be practical. Wind loading would be a big issue, finding cell sites that accommodate such large panels would be extremely challenging. 

I think no more than 4 antennas ( 2 passive dual-pol antennas) are typical in these bands. There is a one-to-one mapping between antennas and TXRUs. 

If all of this is not convincing, we can check with at least one operator with spectrum in the sub-GHz band on what is the appropriate configuration.

On PRB/TBS/MCS: 
Can we agree to at least the numbers in the brackets to represent a baseline configuration that we can all use as a quick calibration checkpoint? Having a config for calibration is useful I think. We all have made 3 dB accounting errors at some point in our careers. 

Companies should aim to find other settings that yield better performance, but as a simple baseline can we agree to a set of numbers proposed by the moderator?


	Ericsson
	In our view, (M,N,P,Mg,Ng) = (12,8,2,1,1) is a little large, and (M,N,P,Mg,Ng) = (8,8,2,1,1) is more likely at least in Europe and US.  This may not affect bottlenecks, though.  

We should correct that 2 or 4 gNB antennas are used in the LLS with TDL based LLS, not 2 or 4 TXRUs at 4 GHz.  A note like ‘Note: At least for TDL models, link simulations may use 2 or 4 gNB Rx with suitable values of effective antenna and array gain’ needs to be added.
The number of TXRUs can be 32 in our view for 4 GHz, with 4 mandatory and 2 optional for 700 MHz, but companies should comment.

Other factors may be used to determine MCS and PRBs, so we at least need an e.g. in the following:
TBS and MCS can be calculated based on e.g. the number of PRBS, target data rate, frame structure and overhead.

Moreover, we think the target SINR for a given BLER requirement and TBS should be used to determine the PRBs and MCS, so our first preference is that other wording is used or to just leave this detail to proponents.


	InterDigital
	Considering that there are contributions which evaluated coverage performance by defining # of RX and TX antennas, we need to specify the number of antennas that can be assumed in LLS. From our perspective, if we choose Option 1 in Proposal 8a, we can simply specify the number of RX at BS here. For that reason, we support to specify at least 2RX and 4RX at BS for TDL. We prefer to keep the values of PRB in square brackets. Another question for clarification is whether we are mandating QPSK as baseline? Another option for modulation is pi/2 BPSK.

	IITH, CEWIT, IITM, Tejas Networks, Reliance Jio
	Since 30kbps was agreed for proposal 1, we request to add 1 PRB evaluation scenario to capture this agreement in proposal 1. 

	Huawei, HiSilicon
	OK. Better to remove CDL for FR1

	vivo
	For number of TxRUs, we prefer a small number of TxRUs to alleviate the workload in LLS.



Proposal 10:
· For link level simulation, adopt the following table for PDSCH for FR1.
For PDSCH, most simulation assumptions for PUSCH can be reused except for the following parameters.
· Waveform
· target data rate
· PRBs/MCS/TBS 
· frequency hopping
· number of symbols
· other parameters
	Parameters
	Values

	Waveform
	CP-OFDM

	PRBs/MCS/TBS
	Reported by companies.

	PDSCH duration
	12 OS

	Other parameters
	FFS: localized/distributed mapping



Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia 
	Ok.

	ZTE
	Support

	CATT
	A baseline PRBs/MCS/TBS should be defined as PUSCH, and the others can be reported by companies.

	MediaTek
	Fine with the proposal.

	Samsung
	We support the proposal. 

	Qualcomm
	Can we mandate full BW allocation in downlink? 
Are considerations for msg4 (broadcast PDSCH) included under this proposal? It looks like msg 4 can become a bottleneck under certain scenarios. Note that msg 4 payloads can be as large as 3000 bits. When considering VoIP traffic, Softbank notes that issues with msg 4 have been observed in the field. This is very valuable information, and we need to follow up on this.

	Ericsson
	Parameters are also needed for Msg2, and perhaps Msg4.

Msg2:
PDSCH with 8 bytes payload, 
MCS 0 with transport block scale factor 0.25, 12 PRBs, 
3 DMRS symbol, 9 symbols with PDSCH 
(and 2 symbols reserved for PDCCH)
precoder cycling 
1% and 10% error rate

‘Normal’ PDSCH: 4 GHz
Link and rank adaption based on 20 slot wideband CSI feedback periodicity and HARQ with up to three retransmissions. 273 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to overhead due to CSI-RS and TRS with 20ms period 

‘Normal’ PDSCH: 700 MHz with 10 MHz bandwidth 
Link and rank adaption based on 20 slot wideband CSI feedback periodicity and HARQ with up to three retransmissions. 52 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to overhead due to CSI-RS and TRS with 20ms period 

	InterDigital
	We should agree on the number of DMRS for PDSCH. 

	Huawei, HiSilicon
	OK

	Intel
	DMRS configuration and PRB/TBS/MCS should be aligned for baseline coverage study. 



Proposal 11:
· For link level simulation, adopt the following table for PDCCH for FR1.
	Parameters
	Values

	aggregation level
	8/16

	payload
	40 bits/ 24 bits

	CORESET size
	2 symbols, 48 PRBs

	CCE-to-REG mapping type
	interleaved or non-interleaved mapping

	Number of SSB beams
	FFS



Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	What is the purpose of having the number of SSB beams in this table?

	Intel
	It is also unclear to us the number of SSBs. We would assume this is for broadcast PDCCH. It may be good to clarify.
For the CORESET size in frequency, we suggest to keep 48 PRBs. For this case, we are fine to remove “CCE-to-REG mapping type” given that the performance difference for interleaved/non-interleaved mapping is minor. 

	ZTE
	As commented, the # of RBs of the CORESET size is not needed. If it is set to 48 RBs, there is no difference between interleaved or non-interleaved mapping. If companies still prefer to have it. It could be 48RBs for non-interleaved mapping and 96RBs for interleaved mapping.

	CATT
	Same questions as Nokia.
And same comments on the mapping type as ZTE.

	MediaTek
	Same questions as Nokia

	Samsung
	As commented in ZTE, if the CORESET size is 48 PRBs and the aggregation level is 16, there is no difference in CCE-to-REG mapping type. In case of 10MHz BW for FDD, the maximum number of PRBs is 52 with 15kHz SCS. To tackle this issue, it could leave the aggregation level 8. 

	Qualcomm
	We prefer to explicitly include ’48 PRBs’. It reduces the number of combinations to evaluate. Also, as Nokia commented above, lets leave out SSB beams. Modelling broadcast beams requires a separate proposal and this issue has been brought up by Vivo and us even in earlier email discussions.

	Ericsson
	We propose 4 SSB beams for good coverage.
Precoder cycling should be used with the non-interleaved mapping.
Same comment as ZTE.

	NTT DOCOMO
	We also have the same question as NOKIA.



Proposal 12:
· For link level simulation, adopt following TBS for Msg3 for FR1
· 56 bits
· [144bits]

Companies are invited to provide views on the above proposal. 
	Companies
	Comments

	Nokia
	Ok

	ZTE
	Fine with the proposal.

	CATT
	OK

	MediaTek
	OK.

	Samsung
	We support the proposal. 

	Qualcomm
	We support the proposal.

	Ericsson
	Agree a 56 bit TBS is enough for Msg3 simulations

	Huawei, HiSilicon
	OK

	Intel
	We are fine with the proposal. 



3.2 FR2
[bookmark: _GoBack]3.2.1 Discussion on proposals
Proposal 13:
· Adopt the following target data rates for eMBB performance evaluation for FR2.
-	Indoor: DL: 25Mbps, [100Mbps], UL:5Mbps, [10Mbps] 
-	Urban: DL: 25Mbps, [100Mbps], UL: 5Mbps, [10Mbps]
-	Suburban: DL: 1Mbps, UL: 50kbps, [200kbps]

	Companies
	Comments

	Ericsson
	We think 400 MHz system bandwidth should be used, since higher bandwidths are a primary advantage of FR2.  Therefore, 100 Mbps is more suitable than 25 Mbps. 
We suggest:
-	Indoor: DL: 100Mbps, [25Mbps] UL: 10Mbps, [5Mbps]
-	Urban: DL: 100Mbps, [25Mbps] UL: 10Mbps, [5Mbps]


	Intel
	We are fine to confirm the target data rate as indicated in the SID. 

	Huawei, HiSilicon
	Support

	Sony
	Support the proposals

	InterDigital
	Support to confirm the values in SID

	vivo
	We agree with the values without brackets. 
Besides, the target ISD for suburban need to be clarified. And the pathloss model, shadow fading margin seems not provided in ITU self-evaluation, further clarification is needed for these values for suburban scenario. 

	ZTE
	We support to confirm the values in SID. 

	Nokia/NSB
	It is too early to extend the target data rates at this stage. The target data rates in SID should be confirmed for evaluation first. Otherwise what is the point of having discussed and agreed on those values in the first place. Of course, any other values for target data rates of respective scenarios can be further discussed when evaluation results are available in next meeting, should RAN1 observe that the initial targets were too conservative.

	Qualcomm
	Support

	CATT
	We are OK to confirm the target data rate. 
We also share the same views as vivo that further clarifications are needed for suburban scenario.

	Samsung
	We are fine with the proposal based on SID.

	Apple
	We are fine with proposal, just want to clarify the data rate in bracket is optional, right?




Proposal 14:
· For link level simulation, TBS of VoIP for FR2 is the same as FR1.
· For link level simulation, TBS of Msg3 for FR2 is the same as FR1.

	Companies
	Comments

	Ericsson
	Agree with the proposal.

	Intel
	We are fine with the proposal. 

	Huawei, HiSilicon
	Support

	InterDigital
	We are fine with the proposal for VoIP

	vivo
	We agree with the proposal. 

	ZTE
	Support

	Nokia/NSB
	Agree with the proposal

	Qualcomm
	Support for VoIP. But about Msg3, we need clear and reasonable assumptions on the number of SSB beams (or the beam gain difference between unicast and broadcast) which is very important for the performance of Msg3.

	CATT
	Support

	Samsung
	We are fine with the proposal. 

	Apple
	Agree with the proposal



Proposal 15: 
· The evaluation methodology for FR2 is the same as FR1.
· The link budget template for FR2 is the same as FR1.
· The target performance metric for FR2 is the same as FR1.

	Companies
	Comments

	Ericsson
	We think it is even more important for FR2 to have proper antenna gain modelling.  Can we agree to the following:
28. Link budget evaluation methodology and template for FR2 include isotropic loss (a.k.a ‘Hardware link budget’)
28. With the possible exception of the above, link budget evaluation methodology and template are the same as FR1.
We prefer to further discussed the need for a target metric and how such a metric would be quantified.  A target metric is not needed if relative performance is used to identify bottleneck channels.

	Intel
	We are generally fine with the proposal. Target performance metric for FR2 may need further discussion, which depends on the decision in FR1. 

	Huawei, HiSilicon
	Support

	Sony
	We agree with Ericsson that the antenna gain needs to be properly modelled, especially for UE side. We would like to reiterate our views here: inclusion of spherical coverage will influence the UE antenna gain. Simulations of spatial properties will give a gain distribution that includes both gain variations and the associated polarization properties. We propose that as an alternative to a fixed antenna gain, the X-th percentile derived from dropping a UE with a random orientation in the channel is used in the link budget.
In addition, as polarization properties are more prominent in FR2, it would be good if companies could agree on an assumption regarding polarization of the SSBs, e.g. SSBs are assumed vertically polarized.

	vivo
	We agree with the proposal.

	ZTE
	Support

	Nokia/NSB
	Similar to Ericsson, we also think a target metric may not be needed if relative performance is used to identify bottleneck channels. The concept of bottleneck is relative to a reference value, by definition. If such value is an independent target, then whatever falls short of it could be labelled a bottleneck. We think this may lead to wrong conclusions. We also would like to propose to agree on how BF and array gain are calculated for FR2. This aspect is even more relevant for FR2 then what we have for FR1.

	Qualcomm
	Agree with Ericsson. Also, it is better to consider EIRP limits rather than maximum Tx power (for gNB and UE).

	CATT
	Support

	Samsung
	We agree with the proposal. However, we have concerns about the relative performance to identify the target channels for coverage enhancement. In terms of the relative performance, we need to further discuss how to decide the bottleneck, i.e., reference channel or link budget value for reference, e.g., with maximum link budget or average link budget over the channels what we evaluated (just for example). After obtaining the baseline coverage performance, deciding the reference can be diverged if there is no clarification of bottleneck.

	Apple
	Support 




Proposal 16:
· For link level simulation, adopt the following table for PUSCH and PDSCH for FR2.

	Parameters
	Values

	Scenario and frequency
	28GHz

	Frame structure for TDD
	DDDSU (S: 10D:2G:2U)
DDSU (S: 11D:3G:0U)

	Subcarrier Space
	120kHz

	BLER
	10% iBLER for eMBB, 2% rBLER for VoIP 

	UE velocity
	Indoor scenario:3km/h
Urban scenario: 3km/h for indoor, 30km/h for outdoor. 
Suburban scenario: 3km/h for indoor, 30km/h, [120km/h] for outdoor.

	Occupied channel bandwidth for PDSCH
	100MHz, [400MHz]

	Frequency hopping for PUSCH
	Intra-slot, [inter-slot] frequency hopping is enabled



	Companies
	Comments

	Ericsson
	We think 30 GHz should be used, as this is in line with prior evaluations.
HARQ should be explicitly simulated for PUSCH with [2%] rBLER.
3 kmph should be emphasized.  Need to check on 120km/h.
System bandwidth should be 400 MHz, [100 MHz], as commented above given the greater bandwidth available for FR2.
The definition of the scenarios should be clarified; details are in appendix of the FR2 email discussion document.  ITU InH_B and UMa_B can be used as scenarios.
Similar to FR1, simulations may or may not use frequency hopping, since it is not always beneficial.  Companies can report whether it is used.

	NTT DOCOMO
	We also support 400 MHz system bandwidth which is the maximum bandwidth for FR2.

	Intel
	We suggest to remove the [120km/h] for outdoor. We are fine with 100MHz as system bandwidth.  
For PDSCH, suggest to change frequency hopping to “localized/distributed mapping”

	Huawei, HiSilicon
	Frequency hopping should be up to company’s report, similar as the discussions for FR1
3km/h is more suitable for FR2 coverage evaluations and thus should be prioritized. With limited benefit and increased workloads, 30km/h should be optional. 120km/h can be removed.
We prefer 100MHz over 400MHz taking simulation times into consideration.

	Sony
	We support the proposals. We also agree with Ericsson and think that 400 MHz bandwidth is more relevant for FR2. 

	InterDigital
	We support to use inter-slot FH. We are ok with the values. For evaluation of VoIP, feasible round trip for VoIP time may need to be agreed since round trip time will be much shorter at SCS=120kHz, compared to FR1.

	vivo
	For UE velocity, we prefer to narrow down to one option to reduce the work load, e.g. 30km/h.

	ZTE
	We support the proposal. 

	Nokia/NSB
	We also think only one UE speed should be considered above 3 Km/h. 30 Km/h seems a reasonable candidate to us and 120 Km/h can be removed. 
Intra-slot frequency hopping should be enabled. Inter-slot can be [optional].
We are fine with no retransmission for eMBB, i.e., target BLER should be 10% iBLER. Any effect of retransmissions should be modelled statically in the LB study (values can be discussed, either way it is an offset…).
Some companies seem to have issues with 400 MHz BW. Would 200 MHz be an agreeable solution to consider a configuration larger than 100 MHz but less computationally heavy than 400 MHz?
Finally, and as discussed in the FL summary for FR2, we observe that an “UL-heavy” frame structure is still missing from the list of considered frame structures. This choice is very questionable, given the impact it can have on the coverage. NR supports a high level of flexibility in this sense and we think it should be considered. This flexibility is even more important at FR2 than at FR1. In the very worst case, it should be considered at least as a benchmark, and not an optional parameter. Therefore, we propose to add 3D1S6U (10D:2G:2U) in the list of considered frame structures for evaluation in FR2. We are open to consider other frame structures if 3D1S6U is not agreeable. 

	Qualcomm
	Support

	CATT
	We are generally OK with the proposal.
The bandwidth used for PUSCH should also be included. We agree with HW that it may be better to focus on 100MHz.

	Samsung
	We are fine with 100MHz for system bandwidth. In terms of coverage, larger BW may be not helpful with low data rate. We support 120km/h for outdoor to identify the effect of the high mobility in FR2. 

	Apple
	In general,  the proposal is fine, except the speed of 120km/h can be removed.




Proposal 17:
· For link level simulation, adopt the following table for PUSCH and PDSCH for FR2.

	Parameters
	Values

	BLER
	10% iBLER for eMBB, 2% rBLER for voice.

	Number of UE antennas
	8

	Number of UE TRXUs
	1 or 2 for PUSCH, 2 for PDSCH

	DMRS configuration
	For 3km/h: Type I, one DMRS symbol, no multiplexing with data.
For 30km/h, 120km/h: Type I, 2 or 3 DMRS symbol, no multiplexing with data.

	Waveform
	DFT-s-OFDM for PUSCH, CP-OFDM for PDSCH

	Number of repetitions for PUSCH
	For eMBB, no repetition is assumed.
For VoIP, the maximum number of repetitions can be 2/4/8.

	HARQ configuration for PUSCH
	For eMBB, no retransmission is assumed.
For VoIP, the maximum number of HARQ transmission can be 2/4/8.



	Companies
	Comments

	Ericsson
	HARQ should be explicitly simulated for PUSCH with [2%] rBLER.
UE antenna configuration should be clarified: how many panels are used; what is the number of panels, etc.  We think one good configuration is: 1T2R, [2T2R]; (M,N,P) = (4,2,2); 2 panels in different directions
Repetition and HARQ should be allowed for eMBB.

	Intel
	Similar to FR1, we suggest to at least align some of the parameters for TBS/MCS/number of PRBs for meaningful coverage study for FR2. 
We suggest to remove 120km/h speed for FR2.

	Huawei, HiSilicon
	3km/h is more suitable for FR2 coverage evaluations and thus should be prioritized. With limited benefit and increased workloads, 30km/h should be optional. 120km/h can be removed.
Number of repetition can be further narrowed down.
According to SID, VoIP for FR2 is second priority. Therefore, the part of VoIP should be removed at this stage or be optional.

	Sony
	We agree with Ericsson that the number of UE antennas and the orientation of the antenna panels need to be clarified. Two panels with different orientations is a reasonable assumption. In addition, 4 panels with different orientations can also be studied e.g. (Mg, Ng, M, N,P) = (1,4,1,4,2) according to Config2d or Config 2e, from table A.2.1-4 in TR38.802.


	InterDigital
	We are fine to allow HARQ and repetitions for eMBB. We agree that the (M,N,P) definition should be used. 

	vivo
	Same as in FR1, we prefer HARQ is not assumed for voip, when repetition is considered.
For UE speed, we agree with intel, 120km/h is not preferred.

	ZTE
	The antenna configuration needs further clarification. (2, 2, 2, 1, 1) or (2, 4, 2, 1, 1) as in Table A.2.1-4 in TR 38.802 are both fine for us.
We need make similar change as FR1 on DMRS configuration, number of repetitions and HARQ configuration.

	Nokia/NSB
	Similar comments for UE speed as for Proposal 16 apply (i.e., remove 120 Km/h).
We should not simulate explicitly HARQ for eMBB. 
Slot-aggregation and retransmissions should be considered for VoIP however their number shall be compatible with the adopted frame structure. Otherwise results would be scarcely relevant in practice.
Furthermore, to reduce simulation workload and simplify the step of results comparison, it would be wiser to down select among available options. For example, number of TxRUs for PUSCH. We think that since PUSCH is bottleneck channel in most of the initial evaluation results, using only one TxRU could help increasing beamforming gain when number of antenna elements is larger. In addition, it should be noted that 2 DMRS symbols should be sufficient for higher speed UEs, given that the more DMRS symbols, the less available resource for data transmission, i.e., higher MCS must be selected to guarantee same TBS. From our perspective, both theory and practice should suggest that lower code rates are always preferable to extend coverage, and MCL gains due to lower code rates can overperform SINR gains due to better channel estimation.  

	Qualcomm
	We think UL CP-OFDM should be also included in the evaluation

	CATT
	Similar comments as FR1, i.e. DMRS configuration should be defined for each hop and the same parameter used in FR1 can be reused here. And VoIP should be deprioritized.

	Samsung
	As discussed in FR1, for HARQ configuration of VoIP, the maximum number of HARQ transmission depends on the frame structure for TDD and latency requirements for VoIP.

	Apple
	If intra-slot frequency hopping is enable, 1 DMRS symbol is for each hop.




Proposal 18:
· For link level simulation, adopt the following table for PUSCH and PDSCH for FR2.

	Parameters
	Values

	Number of antenna elements for BS
	Indoor scenario: 128
Urban scenario: 256
Suburban: 256

	Number of TxRUs for BS
	2

	Channel model for link-level simulation
	CDL- A, [CDL-C], TDL-A

	Delay spread
	Indoor scenario: 30ns
Urban scenario: 100ns
Suburban scenario: 100ns

	Latency requirements for voice
	50ms/100ms

	PRBs/TBS/MCS
	Reported by companies.



	Companies
	Comments

	Ericsson
	BS antenna configurations & gain, including RF losses	Follow the modeling of ITU M.2412
Indoor:
· AAS 128 antenna elements with (M,N,P,Mg,Ng) = (8,8,2,1,1); tilt: 3 deg
· 2T2R for analog beamforming case; other values not precluded
· 23dBi total max gain
Urban:
· Antenna near the ceiling, panels in 3 sector configuration.	AAS 512 antenna elements in 4 panels with (M,N,P,Mg,Ng) = (8,8,2,2,2); tilt: 12 deg
· 2T2R for analog beamforming case; other values not precluded
· 26dBi total max gain
TDL models should use medium correlation
Prefer that voice latency requirements are square bracketed for now, so we can check.

	Intel
	We also prefer TDL-A model for link level simulations. Further, similar to FR1, we suggest to add the number of symbols for PDSCH/PUSCH, e.g., 12/14 symbols. 

	Huawei, HiSilicon
	TDL should be removed since CDL with angle spread is necessary for FR2.
CDL-C is preferred but only with CDL-A if it has majority of supports.

	Sony
	We support the proposal, CDL channel model needs to be used in LLS. 

	InterDigital
	We support to use CDL models and 14-symbol PUSCH for evaluation. We also propose to have (M, N, P, Mg, Ng) definition here as well. We can refer to A.2.5 or Table A.2.1-4 in TR 38.802 for configurations. For Indoor, we can use (M, N, P, Mg, Ng) = (8,8,2,1,1). For Urban we can use (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2) with (dH, dV) = (0.5, 0.5)λ. (dg,H,dg,V) = (4.0, 2.0)λ. Radiation pattern should also be agreed. We support 50ms for latency requirement for voice, to reduce simulation load.

	vivo
	Agree with the proposal

	ZTE
	The antenna configuration needs further clarification. Same as InterDigital, (8,8,2,1,1) for indoor and  (4, 8, 2, 2, 2) for urban scenario are preferred.

	Nokia/NSB
	Regarding the channel model for Urban, we noticed that majority view seems to be TDL-C not TDL-A. We propose to add TDL-C in the table for the evaluation of Urban scenario. Regarding the delay spread, although our first preferences are TDL-A 26ns for Indoor and TDL-C 263ns for Urban, we are fine to follow majority view.
Concerning PRBs/TBS/MCS, our opinion is the same as for FR1. It is important to agree on the methodology in order to ensure results will be comparable. 64qamLowSE MCS table should be considered in order to test the lowest possible code rates available in NR, with no “hardcoded” restriction on the number of allocated PRBs. This is arguably more important for FR2 study, given the lack of relevant prior studies on this in 3GPP. From our perspective, we cannot use a static LA approach to study coverage problems, which by nature are very different from throughput studies. We propose to add in the proposals that 64qamLowSE MCS table is considered in the study, given that all the relevant lowest code-rates of the 64qam table are embedded in the 64qamLowSE MCS table from line 7 to 11. In fact, our goal in this SI should be to investigate the maximum coverage each PxSCH can have in general, and not the maximum coverage each PxSCH can have if configured in a very specific and surely sub-optimal way (both practically and theoretically). We have serious concerns about this fact, because it can hinder the validity and practical relevance of what we will do in the context of the SI.

	Qualcomm
	Support for unicast. But for broadcast and RACH, the number of SSB beams (and the gain difference between unicast and broadcast beams) should be specified.

	CATT
	The table can be further updated once FR1 assumptions are determined.

	Samsung
	For the number of PRBs, similar to FR1, we suggest to agree on baseline values to be used for evaluation benchmark: 30PRBs for urban and indoor eMBB and 4PRBs for suburban eMBB, 4 PRBs for VoIP. Other values of PRBs can be reported by companies.




Proposal 19:
· For link level simulation, adopt the following table for PUCCH for FR2.

	Parameters
	Values

	PUCCH format type
	Format 1, 2bits UCI
Format 3, 11/22 bits UCI

	BLER for PUCCH
	For PUCCH format 1: 
DTX to ACK probability: 1%. NACK to ACK probability: 0.1%, ACK missed detection probability: 1%.
For PUCCH format 3: 
Block error probability: 1%

	Number of PRBs for PUCCH
	1 PRB

	Number of UE antennas for PUCCH
	1

	Number of UE TRXUs for PUCCH
	1

	Number of receive antenna elements for BS
	Indoor scenario: 128
Urban scenario: 256
Suburban: 256

	Number of receive TxRUs for BS
	2

	Number of repetitions for PUCCH
	w/ and w/o repetition for PUCCH.
The maximum number of repetitions can be 2/4/8.



	Companies
	Comments

	Ericsson
	Format 3 with 4 bits Ack/Nack:
PUCCH Format 3 using 14 symbols, 1 PRB, 4 DMRS and frequency hopping 
4 bits payload for ACK/NACKS (three bits for 3DL:1UL TDD asymmetry and another bit for scheduling request)
Pr(DTX to ACK)  <=1%, Pr(NACK to ACK) <=0.1%, 
Pr(ACK error) <=1% or 10%
CSI on PUCCH format 3 or PUSCH:
Type I wideband CSI feedback
-	8+2=10 bits for 2 port feedback + 3bit CRI
1 PRB, no HARQ ACK/NACKs
-	PUCCH format 3 with 4 DMRS, with frequency hopping, or 
-	PUSCH without multiplexing with data on PUSCH and no frequency hopping
TXRUs should not be specified for the UE; UE should have 1T2R or 2T2R
gNB antenna configuration & TXRUs should be the same as PUSCH (as well as other UL & DL channels)

	NTT DOCOMO
	PUCCH format
We should include short formats (format 0 and 2) for FR2, since beam forming (may be with large number of antenna beams) is necessary for coverage extension in FR2, and short formats can be FDMed with other channels with two symbols (e.g. PRACH) for each antenna beams. (otherwise, PRACH and PUSCH resource for every antenna beams need to be configured for different OFDM symbols.) In addition, in FR1, long formats (format 1 and 3) are selected, so if we don’t consider short formats in FR2, it means we exclude short formats from our coverage study, and it’s not good situation in the view point of operators. (We can use the same payload size and BLER target as that for format 1 and 3.)

	Intel
	We are generally fine with the proposal. We suggest to add the number of symbols for PUCCH, i.e., 14 symbols and the number of DMRS symbols for PF3, similar to FR1. 

	Huawei, HiSilicon
	OK

	Sony
	The number of UE antennas should be the aligned with Proposal 17. We do not see a particular reason why the UE would change the number of antennas here. We assume the rank of transmission is 1.  

	vivo
	We are fine with the proposals.

	ZTE 
	Support the proposal.

	Nokia/NSB
	We are fine with the proposal, except for the PUCCH repetition which, in our view, should be removed for the reasons we gave in the reflector. It is not clear to us how this aspect can be simulated unless very specific scheduling assumptions are made. PUCCH and PUSCH repetitions work very much differently. The latter can be easily modeled, if necessary, given that only consecutive slots are considered and that different redundancy versions are used. The former is practically a HARQ process which can last much longer and that also changes the measured BLER from iBLER to rBLER. Furthermore, the benefits of this approach are not clear. We would suggest removing it completely from the proposals.

	Qualcomm
	Support

	CATT
	The same consideration for FR1 should be applied here.

	Samsung
	We are agree with Sony. We do not understand why the number of UE antenna elements for PUCCH is different to that for PUSCH in Proposal 17.




Proposal 20:
· For link level simulation, adopt the following table for PDCCH for FR2.
	Parameters
	Values

	aggregation level
	16

	payload
	40 bits

	CORESET size
	2 symbols

	CCE-to-REG mapping type
	interleaved or non-interleaved mapping



	Companies
	Comments

	Ericsson
	CORESET 66 PRBs, 1 symbol, non-interleaved mapping,
precoder cycling

	Intel
	We suggest to add CORESET size in frequency, i.e., 48 PRBs same as FR1. 

	Huawei, HiSilicon
	Support

	vivo
	We are fine with the proposals. Beamforming gain should also be considered

	ZTE
	Support 

	Nokia/NSB
	Support the proposal. 

	Qualcomm
	Support for unicast. But there should be clear and reasonable assumption on the number of SSB beams (or the beam gain difference between unicast and broadcast) which is important for the performance of msg2 PDCCH and RMSI PDCCH.

	CATT
	If 48 RBs are assumed for PDCCH, we don’t need to consider different mapping types.

	Samsung
	We prefer to support both broadcast and unicast. For FR2 and unicast, it can be assumed that CORESET size is 1 symbol with TDM due to the narrow beam. Then, aggregation level is also assumed as 4 or 8 since the mapping resource is insufficient in case of 100MHz BW and 120kHz SCS. 
Moreover, we prefer REG bundling size as 2. 




Proposal 21:
· For link level simulation, adopt the following table for PRACH for FR2.
	Parameters
	Values

	Format type
	Format B4, Format C2

	Scheduled  PRBs
	12 PRBs

	Performance metric
	0.1% false alarm, 1% miss-detection



	Companies
	Comments

	Ericsson
	10% or 1% missed detection at 0.1% false alarm probability.  Format B4 should be used for maximum coverage.

	Intel
	We also support format B4 for PRACH. Suggest to consider single PRACH format to reduce simulation effort. 

	Huawei, HiSilicon
	Support

	vivo
	PRACH format B4 is preferred.

	ZTE
	Support

	Nokia/NSB
	Support.

	Qualcomm
	We think there should be clear and reasonable assumption on the number of SSB beams (or the beam gain difference between unicast and broadcast) which is important for the performance of PRACH.

	Samsung
	We support B4 but C2 could be optional. Based on the format itself, the delay budget of C2 is larger than the B4 (i.e., larger CP length), but B4 has better link budget (i.e., more repetitions).



Agreements
Agreements:
· Adopt the following target data rates for eMBB performance evaluation for FR1.
· Urban scenario: DL 10Mbps, UL 1Mbps
· Rural scenario: DL 1Mbps, UL 100kbps
· Rural with long distance scenario: DL 1Mbps, UL 100kbps, [30kbps] (optional)

Agreements:
· For VoIP performance evaluation based on link-level simulation for FR1.
· A packet size of [320] bits with 20ms data arriving interval is adopted.
· FFSTBD: TBS for SIP invite message. Payload of 1500 bytes can be a starting point.

Agreements:
· The basic evaluation methodology is based on link-level simulation for FR1.
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements.
· Step 2: Obtain the baseline performance based on required SINR and link budget template.
· Note: asepcts related to identifying target performance and coverage bottlenecks based on target performance metric is to be handled separately
· FFS: The evaluation methodology based on system-level simulation is optional for FR1.
· Note: The simulation assumptions for SLS are up to companies’ reports.

Agreements:
· For link level simulation, adopt the following table for PUSCH and PUCCH for FR1.

	Parameters
	Values

	Scenario and frequency
	Urban: 4GHz (TDD), 2.6GHz (TDD) 
Rural: 4GHz (TDD), 2.6GHz (TDD), 2GHz (FDD), 700MHz (FDD)
Rural with long distance: 700MHz (FDD), 4GHz (TDD) 

	Frame structure for TDD
	DDDSU (S: 10D:2G:2U) only for 4GHz
DDDSUDDSUU (S: 10D:2G:2U) only for 4GHz 
DDDDDDDSUU (S: 6D:4G:4U) only for 2.6GHz
Other frame structures can be reported by companies.

	Pathloss model (select from LoS or NLoS)
	Urban: NLoS
Rural: NLoS and LoS

	BWP
	100MHz for 4GHz and 2.6GHz.
20MHz for 2GHz (FDD
20MHz (optional for 10MHz) for 700MHz. (FDD)

	SCS
	30kHz for TDD, 15kHz for FDD.

	Channel model for link-level simulation
	TDL-C for NLOS, TDL-D for LOS.
[CDL]

	UE velocity
	Urban: 3km/h for indoor
Rural: 3km/h for indoor, 120km/h  (optional 30km/h) for outdoor

	Frequency hopping
	w/ or w/o Intra-slot frequency hopping for PUSCH
w/ frequency hopping for PUCCH is enabled.


· FFS whether there are any additional simulation considerations for the extreme coverage scenarios (e.g., rural)

Agreements:
· Down selection on the following options for the link budget template for FR1 in next meeting.
· Option 1: Adopt single link budget template based on IMT-2020 self-evaluation with necessary revisions, including adding/removing/revising some parameters.
· FFS: The template provided by FL in Tdoc R1-2005005.
· Option 2: Adopt both templates, i.e. link budget template in IMT-2020 self-evaluation and link budget template in TR 36.824.
· Option 3: Adopt single link budget template in TR 36.824 with necessary revisions, including adding/revising some parameters.

Agreements:
Down selection on the following options for antenna array gain for LLS based methodology for FR1 in next meeting.
· Option 1: Antenna array gain is included in the link budget template. 
· FFS: array gain = 10 * 1og10 (number of antenna elements/number of TxRUs)
· FFS: For TDL channel model
· FFS: Values reflective of realistic implementation and network operation.
· Option 2: Antenna array gain is included in LLS.
· FFS: For CDL channel model

Agreements:
· For link level simulation, adopt the following table for PDSCH for FR1.
	Parameters
	Values

	Waveform
	CP-OFDM

	PRBs/MCS/TBS
	Reported by companies.

	PDSCH duration
	12 OS

	Other parameters
	FFS



Agreements:
· For link level simulation, adopt following TBS for Msg3 for FR1
· 56 bits

Agreements:
· For link level simulation, the packet size of VoIP for FR2 is the same as FR1.

Agreements:
· For link level simulation, TBS of Msg3 for FR2 is the same as FR1.

Agreements:
· The evaluation methodology for FR2 is the same as FR1.

Agreements:
· The link budget template for FR2 is the same as FR1.

Agreements:
· For link level simulation, adopt the following table for PUSCH and PDSCH for FR2.
	Parameters
	Values

	Scenario and frequency
	28GHz

	Frame structure for TDD
	DDDSU (S: 10D:2G:2U)
DDSU (S: 11D:3G:0U)
Other frame structures can be reported by companies.

	Subcarrier Space
	120kHz

	UE velocity
	Indoor scenario:3km/h
Urban scenario: 3km/h for indoor, 30km/h for outdoor. 
Suburban scenario: 3km/h for indoor, 30km/h, (optional: 120km/h) for outdoor.

	Occupied channel bandwidth for
	100MHz, [400MHz]

	Frequency hopping for PUSCH
	w/ or w/o frequency hopping
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Appendix 1 
Appendix 1 Companies’ views on simulation assumptions for PUSCH for FR1
	Parameters
	Companies’ views

	Scenario and frequency
	· Urban: 
· 4GHz(TDD) (China Telecom, Huawei, HiSilicon, Sharp, Panasonic, MTK, Lenovo, Samsung, Sony, xiaomi, Qualcomm, Intel, OPPO, vivo, CATT, Nokia, Nokia Shanghai Bell, Ericsson, ZTE, Charter)
· 2.6GHz(TDD) (CMCC)
· Rural: 
· 4GHz(TDD) (China Telecom, Huawei, HiSilicon, MTK, Lenovo, Samsung, xiaomi, vivo, CATT, Nokia, Nokia Shanghai Bell, ZTE)
· 2GHz(FDD) (China Telecom, Huawei, HiSilicon, MTK, Lenovo, Samsung, OPPO, vivo, CATT, ZTE)
· 700MHz(FDD) (Panasonic, Qualcomm, Intel, Nokia, Nokia Shanghai Bell, Ericsson, ZTE)
· Rural with long distance: 
· 700MHz (FDD) (China Telecom, Huawei, HiSilicon, Panasonic, MTK, Lenovo, Samsung, Qualcomm, OPPO, vivo, CATT, ZTE)

	Frame structure for TDD
	· Option 1: DDDSU (10D:2G:2U) (Nokia, Nokia Shanghai Bell, OPPO, xiaomi, Samsung)
· Option 2: DDDSUDDSUU (10D:2G:2U) (China Telecom, Huawei, HiSilicon, vivo, CATT, MTK, Lenovo, OPPO, xiaomi, Samsung)
· Option 3: DDDDDDDSUU (CMCC)
· Option 4: 4D1S5U (periodicity 5ms for 30kHz SCS) (D:U=10:2 for S slot) (Nokia, Nokia Shanghai Bell)
· Option 5: DDSU (S is 11DL:1G:2UL) 2ms periodicity (Qualcomm)
· Option 6: DSUUD (Sony)

	BLER
	For PUSCH:
· 10% iBLER for eMBB (China Telecom, Huawei, HiSilicon, Sharp, Panasonic, Samsung, Intel, Nokia, Nokia Shanghai Bell, ZTE)
· 2% rBLER for VoIP (Panasonic, Nokia, Nokia Shanghai Bell, InterDigital, Samsung, ZTE)
· eMBB scenarios = 10% BLER and optionally 40% BLER, Voice scenario = 1% BLER (Sierra Wireless)
· 10% BLER for eMBB service and 1% BLER for VoIP service (Lenovo)

	Codec for voice
	· Option 1: 7.2 kbps (Sierra Wireless)
· Option 2: 12.2 kbps (China Telecom, Huawei, HiSilicon, ZTE, CATT, Lenovo, OPPO, Apple, Samsung, MTK, NTT DOCOMO)
· Option 3: AMR-WB 12.65 kbps (Nokia, Nokia Shanghai Bell)
· Option 4: EVS 13.2 kbps (Sierra Wireless, Softbank, Qualcomm)

	Pathloss model (select from LoS or NLoS)
	· Urban/rural: 
· NLOS (China Telecom, Huawei, HiSilicon, ZTE, vivo, MTK, Lenovo, Samsung, OPPO, Sharp, xiaomi, CATT)
· Rural with long distance: 
· LOS (China Telecom, Huawei, HiSilicon, ZTE, vivo, MTK, Lenovo, Samsung)
· NLOS (OPPO)

	Channel model for link-level simulation
	Channel model for TDL:
· Urban:
· TDL-C (China Telecom, Huawei, HiSilicon, ZTE, vivo, CATT, MTK, Lenovo, Samsung, Panasonic, OPPO, Apple, Nokia, Nokia Shanghai Bell, InterDigital, Sierra Wireless, xiaomi, NTT DOCOMO)
· TDL-A (Intel, Panasonic, Ericsson, Apple)
· Rural:
· TDL-C (China Telecom, Huawei, HiSilicon, ZTE, vivo, CATT, MTK, Lenovo, Samsung, Panasonic, OPPO, Nokia, Nokia Shanghai Bell, InterDigital, Sierra Wireless, xiaomi, NTT DOCOMO)
· TDL-A (Intel, Panasonic, Ericsson)
· Rural with long distance:
· TDL-E (Huawei, HiSilicon)
· TDL-D (China Telecom, ZTE, vivo, CATT, MTK, Lenovo, Samsung)
· TDL-C (Panasonic, OPPO)
· TDL-A (Intel, Panasonic)
Channel model for CDL:
· CDL-A (Sharp)
· CDL-C/E (Qualcomm)

	Delay Spread
	· Urban: 
· 616ns (InterDigital)
· 363ns (Qualcomm, Nokia, Nokia Shanghai Bell)
· 300ns (China Telecom, Huawei, HiSilicon, vivo, ZTE, MTK, Lenovo, Samsung, OPPO, xiaomi, Ericsson, Apple)
· 240ns (CATT, Panasonic)
· 100ns (Ericsson)
· 30ns (Intel, Apple)
· Rural: 
· 363ns (Panasonic)
· 300ns (China Telecom, Huawei, HiSilicon, vivo, ZTE, MTK, Lenovo, Samsung, OPPO, xiaomi, Apple)
· 153ns (InterDigital)
· 100ns (Ericsson)
· 37ns for NLOS O2O, 34ns for NLOS O2I (CATT)
· NLOS 37ns, LOS 32ns (Qualcomm)
· 37ns (Nokia, Nokia Shanghai Bell)
· 30ns (Intel, Apple, Ericsson)
· Rural with long distance: 
· 363ns (Panasonic)
· 300ns (China Telecom, Huawei, HiSilicon, vivo, CATT, MTK, Lenovo, Samsung, OPPO, Apple)
· 37ns (Qualcomm, Nokia, Nokia Shanghai Bell)
· 30ns (ZTE, Intel, Apple)

	UE velocity
	· 3km/h for indoor, 120km/h for outdoor (China Telecom, Huawei, HiSilicon, ZTE, vivo, CATT, MTK, Lenovo, Samsung, OPPO, Qualcomm)
· 3km/h for eMBB, 3km/h, 30km/h, 100km/h for VoIP (Sierra Wireless)
· 3km/h (Intel, Panasonic)
· 3km/h, [30km/h] for 4GHz, 3km/h, [30,120km/h] for 700MHz (Ericsson)
· 3km/h, 30km/h, for urban, 3km/h, 120km/h for rural. (Nokia, Nokia Shanghai Bell)

	Occupied channel bandwidth
	· Urban:
· eMBB: 
· 40PRBs (xiaomi)
· 30PRBs (China Telecom, Huawei, HiSilicon, vivo, CATT, MTK, Lenovo, Samsung, OPPO, xiaomi)
· 20PRBs (xiaomi, Sierra Wireless)
· 15PRBs (NTT DOCOMO)
· 6PRBs (Intel)
· 4PRBs (Sharp)
· VoIP: 
· 4PRBs (China Telecom, Huawei, HiSilicon, vivo, CATT, MTK, Lenovo, Samsung, OPPO, NTT DOCOMO)
· 1PRB (Sierra Wireless)
· Rural/rural with long distance:
· eMBB: 
· 4PRBs (China Telecom, Huawei, HiSilicon, vivo, CATT, MTK, Lenovo, Samsung, OPPO, xiaomi)
· 2PRBs (NTT DOCOMO, Intel, Sierra Wireless)
· VoIP: 
· 4PRBs (China Telecom, Huawei, HiSilicon, vivo, CATT, MTK, Lenovo, Samsung, OPPO)
· 2PRBs (Intel)
· 1PRB (Sierra Wireless)

	BS antennas configuration
	· Urban: 
· 192 elements and 2 TxRU (China Telecom, Huawei, HiSilicon, vivo, Lenovo, Samsung, OPPO)
· 192 elements and 4/8/64 TxRU (ZTE)
· 64 elements and 2 Rx (Nokia, Nokia Shanghai Bell)
· 32 elements and 4 Rx (Ericsson)
· 16 Rx (Sierra Wireless)
· 8 Rx (Apple)
· 4 Rx (Panasonic)
· 2 Rx (Intel, InterDigital, xiaomi)
· Rural/rural with long distance: 
· 64 elements and 2 TxRU (China Telecom, Huawei, HiSilicon, vivo, Lenovo, Samsung, OPPO)
· 64 elements and 2/4/8 TxRU (ZTE)
· 32 elements and 2 TxRU (Ericsson, Nokia, Nokia Shanghai Bell)

	UE antennas configuration
	· Urban: 
· 1T (vivo, Intel, InterDigital, Sierra Wireless, Apple, Ericsson, Nokia, Nokia Shanghai Bell)
· 2T (China Telecom, ZTE, Lenovo, Samsung, OPPO, Huawei, HiSilicon, Panasonic, xiaomi)
· Rural: 
· 1T (China Telecom, ZTE, Lenovo, Samsung, OPPO, vivo, Intel, InterDigital, Sierra Wireless, Apple, Ericsson, Nokia, Nokia Shanghai Bell, xiaomi)
· 2T (Huawei, HiSilicon, Panasonic)
· Rural with long distance: 
· 1T (China Telecom, ZTE, Lenovo, Samsung, OPPO, Huawei, HiSilicon, vivo, Intel, InterDigital, Sierra Wireless, Apple)
· 2T (Panasonic)

	DMRS configuration
	· For 3km/h: 
· 1 DMRS symbol (China Telecom, Huawei, HiSilicon, ZTE, vivo, Lenovo, Samsung, OPPO, MTK, CATT)
· 2 DMRS symbol (MTK, Sierra Wireless)
· For 120km/h: 
· 2 DMRS symbol (one front- loaded and one additional) (China Telecom, Huawei, HiSilicon, ZTE, vivo, Lenovo, Samsung, OPPO, Sierra Wireless, CATT)
· 3 DMRS symbol (MTK)
Type 1 with 3 symbols with no data on DMRS symbols (Qualcomm)
2 DMRS symbols (Intel, Nokia, Nokia Shanghai Bell)

	Repetition
	· [bookmark: _Hlk41046121]For eMBB
· On (LG)
· Off (Sierra Wireless)
· For VoIP
· On (InterDigital, Sierra Wireless, LG)
· Off 

	Frequency hopping
	· On (InterDigital, Sierra Wireless, Intel)
· Off (NTT DOCOMO)

	Shadow fading margin
	· Urban: 4.48 dB	(China Telecom, Huawei, HiSilicon, OPPO)
· Rural: 5.13 dB for O-to-I, 6.61 dB for O-to-O (China Telecom, Huawei, HiSilicon, OPPO)
· Rural with long distance: 4.79 dB (China Telecom, Huawei, HiSilicon, OPPO); 8dB for 2.6GHz (CMCC)

	Penetration margin
	· Urban: 26.25 dB (Sharp, China Telecom, OPPO)
· Rural: 9.00 dB for O-to-O, 12.50 dB for O-to-I (China Telecom, OPPO)
· Rural with long distance: 9.00 dB (China Telecom, OPPO)
· Rural at 4GHZ for NLoS O2I: 14.53 dB (Huawei, HiSilicon); 15dB for 2.6GHz (CMCC)



Appendix 2 
Appendix 2 Companies’ views on simulation assumptions for PUCCH for FR1
	Parameters
	Companies’ views

	Format type
	· Format 1
· 2bits (China Telecom, Huawei, HiSilicon, Lenovo, Samsung, OPPO, Sharp)
· 1bit (CATT)
· Format 1 and Format 3
· Format 1 or 3, 1bit, 2bits, 6bits, 11bits, 22bits. (ZTE)
· Format 1, 2bits; Format 3, 8bits. (vivo)
· Format 1 for VoIP with 1bit UCI, Format 3 for eMBB with 8bits UCI. (NTT DOCOMO)
· Format 1, UCI size = 1 bit; Format 3, UCI size = 50 bits (Intel)
· Format 1 with 2 bits UCI and Format 3 with 20 bits UCI (Nokia, Nokia Shanghai Bell)
· PUCCH format 1(1bit), PUCCH format 3 (19bits, + 9bits CRC) (Qualcomm)

		Occupied channel bandwidth
	1 PRB (China Telecom, Huawei, HiSilicon, ZTE, vivo, CATT, Intel, Lenovo, OPPO, Sharp, Samsung, Qualcomm)
1 PRB for VoIP, 8 PRBs for eMBB (NTT DOCOMO)

	BS antennas configuration
	· Urban: 
· 192 elements and 2 TxRU (China Telecom, Huawei, HiSilicon, Lenovo, OPPO)
· 2/4/8/64 TxRU (ZTE)
· Rural and rural with long distance: 
· 64 elements and 2 TxRU (China Telecom, Huawei, HiSilicon, Lenovo, OPPO)
· 2/4 TxRU (ZTE)

	UE antennas configuration
	· 1T (China Telecom, ZTE, CATT)
· 2T for urban and rural, 1T for rural with long distance (Huawei, HiSilicon)
· 2T for urban, 1T for rural and rural with long distance (Lenovo, OPPO)

	Repetition
	· On (LG, CATT)
· Off 

	Frequency hopping
	· On (Intel, CATT)
· Off 

		Shadow fading margin
	· Urban: 7.56 dB	
· Rural: 8.45 dB for O-to-I, 10.45 dB for O-to-O	
· Rural with long distance: 
· 8.06 dB (China Telecom)
· 6 dB (Huawei, HiSilicon)



Appendix 3
Appendix 3 Companies’ views on simulation assumptions for other channels for FR1
	Other channels
	Company
	Key parameters

	PDCCH
	Huawei, HiSilicon
	Aggregation level: 8, DCI payload size: 60 bits
CRC length: 24 bit, CORRESET PRB: 48, CORRESET symbols: 2
Channel model: TDL-C, Moving speed: 3km/h & 120km/h
DMRS overhead: 1 front-loaded DMRS, 1 front loaded DMRS + 1 additional DMRS

	
	Sharp
	Aggregation level: 16, DCI payload size: 64 bits including CRC

	
	Panasonic
	1% BLER

	
	Samsung
	DCI format 1-0/0-0, DCI size = 68 bit; QPSK, aggregation level = 16 CCE

	
	Qualcomm
	Number of UE Rx antennas: 2, BW=48 RBs
PDCCH aggregation level: 8, DCI size=40 (+ 24 bits CRC)
PDCCH interleaving: Enabled, REG bundle size=6
Beam forming: Broadcast (precoder cycling), Unicast (SRS-based precoding)
Number of control symbols: 2

	
	Intel
	DCI size = 40 bits, Aggregation level = 4,
CORESET size in time = 2 symbols, CORESET size in frequency = 48 PRBs

	
	vivo
	Format type: CCE0 AL=8 DCI size = 39bits
Occupied channel bandwidth: 48RB

	
	CATT
	Payload size (include 24 bits CRC)	64bits, Length of PDCCH=2 OS

	
	Nokia
	Aggregation level 16 with 40 bits DCI and 24 bits CRC. 
A CORESET bandwidth of 48 PRBs and two OFDM symbols are used.

	
	ZTE
	DCI payload (excluding 24bits CRC), 40 bits for fallback DCI, 30 bits for compact DCI
Transmission type: Interleaved (R=3 for 3OS,others,R=2)
REG bundling size=6
Antenna configuration: 4T4R for urban, 2T2R for rural.

	
	NTT DOCOMO
	1% BLER, 48 RBs

	PDSCH
	Huawei, HiSilicon
	MCS: 2 (2,251/1024), Scheduled PRB: Calculated 
Channel model: TDL-C, Moving speed: 3km/h & 120km/h
DMRS overhead: 1 front-loaded DMRS, 1 front loaded DMRS + 1 additional DMRS

	
	Sharp
	12 OFDM symbols, MCS 7

	
	Panasonic
	10 % iBLER for PDSCH

	
	NTT DOCOMO
	2% rBLER, 
1 RB for VoIP, 40 RBs for eMBB (OtoI), 4 RBs for eMBB (rural)

	
	Qualcomm
	Slot structure: 2 symbol PDCCH, 9 symbols PDSCH, 2 symbol guard/PUCCH/PUSCH, 1 symbol SRS
SRS configuration: Wideband SRS transmission from 2 physical antenna (out of the 4)
PDSCH DMRS	: Type 1 with 3 symbols with Data and DM-RS TDMed on the DM-RS symbols
Precoding Closed Loop (CL): SVD-based precoding every 4 PRBs based on the SRS transmission

	
	Intel
	For Rural scenario: TBS = 1032, MCS = 4, 14 PRBs, 12 symbols
For Urban scenario: TBS = 5120, MCS = 10, 32 PRBs, 12 symbols
2 DMRS symbols (4th and 10th symbol)

	
	vivo
	Occupied channel bandwidth:
82RB for urban, 8RB for rural TDD, 11RB for rural FDD, 4RB for VoIP
DMRS configuration: Type I, two DMRS symbol, no multiplexing with data

	
	Nokia
	For PDSCH, 2 OFDM symbols for DMRS are used in Rural and Suburban scenarios, where high-speed UEs (120 Km/h) are also considered.1 OFDM symbol is used for DMRS for PDSCH in the remaining scenarios.

	
	CATT
	Length of DMRS = 1 OS, 
Occupied channel bandwidth: 51PRBs for TDD, 106 PRBs for rural

	
	Samsung
	eMBB: 10/1 (Urban/Rural) Mbps,
VoIP: 12.2kbps (304bits: 244 + 60 (header for RoHC compress))

	
	Charter
	1. PDSCH configuration
a. Mapping type A (start symbol 1, duration – 13 symbols)
b. FDM with DMRS
c. HARQ not enabled
2. DMRS configuration: Type 1, 1 symbol FL DMRS
3. 51 RBs with 30 kHz SCS and MCS 19, UE speed 3 km/hr


	Msg3
	Huawei, HiSilicon
	MCS: 0 (2,120/1024), Scheduled PRB: 2, Payload size: 56 bits
Channel model: TDL-C, Moving speed: 3km/h & 120km/h
DMRS overhead: 1 front-loaded DMRS, 1 front loaded DMRS + 1 additional DMRS

	
	Qualcomm
	Msg3 payload size: {56, 72} bits

	PRACH
	Qualcomm
	Urban:
Format B4, Sequence length=139,
30kHz SCS, 0.1% false alarm, 1% miss-detection
	Rural: 
Format 1, Sequence length=839
1.25 kHz SCS, 0.1% false alarm, 1% miss-detection

	
	vivo
	PRACH format B4, Occupied channel bandwidth: 12RB

	
	ZTE
	Miss-detection target: 1%
Preamble: 
NR PRACH preamble format 2 with Ncs = 167, Logical sequence index = 22, v=2 for O2I
NR PRACH preamble format 1 with Ncs = 202, Logical sequence index = 384, v=0 for O2O

	
	Intel
	PRACH format 0, 0.1% false alarm target

	SSB/PBCH
	Qualcomm
	For SSS/PSS:
# of Rx: 2, Bandwidth=12 RBs
30kHz SCS, Frequency offset=5ppm
1% false alarm, 10% miss-detection
	For PBCH:
# of Rx: 2, Bandwidth=20 RBs
30kHz SCS, 1% BLER
Frequency offset=0.05ppm

	
	Intel 
	PBCH related parameters: 4 accumulations

	
	ZTE
	PBCH payload (excluding 24bits CRC): 32 bits
Combined number: 4 SSBs
Frequency Offset:
· Initial acquisition
· TRP: uniform distribution +/- 0.05 ppm
· UE: uniform distribution +/- 5, 10, 20 ppm (each company to choose one)
· Non-initial acquisition
· TRP: uniform distribution +/- 0.05 ppm
· UE: uniform distribution +/- 0.1 ppm

	
	vivo
	PBCH format: 4-shot combining, Occupied channel bandwidth: 20RB

	
	Charter
	3.81 MHz occupied bandwidth for PSS/SSS with 30kHz SCS, 1Tx 2Rx, ULA Low	TDL-A 100ns, 11Hz Doppler, one-shot PSS/SSS detection.



Appendix 4: Scenarios and Channel Parameter Details for FR1
A4.1 
Table A4.1.1 Scenario for 700MHz.
	Parameters
	Rural 
	LMLC
	Extreme Rural

	Layout
	Macro layer: Hex. Grid 


	Inter-BS distance 
	7km
	6km
	173km

	Carrier frequency 
	700MHz

	Aggregated system 
bandwidth
	20MHz(DL+UL)

	Simulation bandwidth
	10MHz (FDD)

	Channel model
	RMa_B from ITU M.2412
	LMLC from ITU M.2412
	3GPP Extreme Long Range from 38.802

	BS Tx power 
	43dBm


	UE Tx power
	23dBm


	BS antenna configurations & gain, including RF losses
	Sector antenna 
(M,N,P,Mg,Ng) = (8,1,2,1,1) or (8,2,2,1,1) ; (4x1 virtualization)
2 or 4 TxRUs; 17 or 20dBi max gain
Follow the modeling of ITU M.2412

	
	tilt:3 deg

	tilt:6 deg
	tilt:0 deg

	BS antenna height 
	35m

	BS receiver noise figure
	5dB

	UE antenna configuration
	1T2R

	UE antenna height
	Follow the modeling of ITU M.2412

	UE antenna gain
	Isotropic, 0dBi

	UE receiver noise figure
	7dB

	Traffic model
	Companies specify if full buffer or non full buffer is used when determining SINR statistics.

	Traffic load (Resource utilization)
	See Table A4.1.2

	UE distribution
	50% outdoor vehicles (120km/h) and 50% indoor (3km/h)
User distribution: Uniform
	



[bookmark: _Ref40979246]Table A4.1.2. Desired and interfering signal assumptions for 700MHz.
	Channel
	Desired signal beam
	Interfering signal 
	Interferer activity
	Power control SNR target (P0)

	SSB
	sector
	SSB
	1.0
	

	Msg2 Pdcch
	sector
	PDSCH
	0.5
	

	Msg2 Pdsch
	sector
	PDSCH
	0.5
	

	PDCCH
	Sector
	PDSCH
	0.5
	

	PDSCH data
	sector
	PDSCH
	0.5
	

	Msg 1 PRACH
	sector
	PUSCH
	0.5
	3dB (P0=-116)

	PUCCH
	sector
	PUCCH
	0.5
	3dB (P0=-113)

	Msg3 PUSCH
	sector
	PUSCH
	0.5
	10dB (P0=-106)

	CSI PUSCH
	sector
	PUSCH
	0.5
	10dB (P0=-106)

	PUSCH Data
	sector
	PUSCH
	0.5
	10dB (P0=-106)



Table A4.1.3 Channel configurations for 700MHz
	Channel/Signal
	Assumptions

	Initial Access

	SSB
(P/S-SS and PBCH)
	SSB transmitted with 20ms periodicity
10% and 1% residual BLER after 4 retransmissions within MIB TTI of 80ms, UE is not assumed to know the SS/PBCH block index, wideband precoder, cycled for different transmissions  

	MSG1 
(PRACH)
	Format 0
10% and 1% missed detection at 0.1% false alarm probability, with maximum timing estimation error 50% of the normal CP length and 64 preambles per cell
Initial timing offset uniformly distributed in [0, 23 µs] corresponding to 6 km intersite distance (ISD).

	MSG2 RAR
(PDCCH+PDSCH)
	PDSCH with 8 bytes payload, 
MCS 0 with transport block scale factor 0.25, 12 PRBs, 
3 DMRS symbol, 9 symbols with PDSCH 
(and 2 symbols reserved for PDCCH)
precoder cycling
1% and 10% error rate

	MSG3 RRC request
(PDCCH+PUSCH)
	PUSCH with 7 bytes payload,
MCS 0, 2 PRBs, 3 DMRS symbols 11 symbols with PUSCH, 
With 7 re-transmissions (8 attempts), using different frequency for different attempts. No PDCCH errors.
1% and 10% error rate

	Uplink and Downlink Data Transmission

	DL assignment or
UL Grant
(PDCCH)
	PDCCH using aggregation level 16 and DCI format 0_0 or 1_0 with payload of 39bits+24bits CRC
CORESET 48 PRBs, 2 symbols, non-interleaved mapping,
precoder cycling
1% and 10% error rate

	DL data
(PDSCH)
	Link and rank adaption based on 20 slot wideband CSI feedback periodicity and HARQ with up to three retransmissions. 52 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 12 symbols (2 symbols reserved for PDCCH), 
overhead due to CSI-RS and TRS with 20ms period 
10% BLER

	ACK/NACK 
(PUCCH)
	Format 1 with 1bit, 14 symbols long with 7 DMRS and frequency hopping
Pr(DTX to ACK)  <=1%, Pr(NACK to ACK) <=0.1%, 
Pr(ACK error) <=1% or 10%

	CSI feedback
(PUSCH or PUCCH)
	5+2 bits for wideband CSI feedback for 2Tx
1 PRB, no HARQ ACK/NACKs
PUCCH format 3 with 4 DMRS and frequency hopping 
PUSCH without multiplexing with data on PUSCH and no frequency hopping
1% and 10% error rate

	UL data
(PUSCH)
	Link and bandwidth adaption based on DMRS and HARQ with up to three retransmissions. Up to 52 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 14 symbols and no UCI overhead included 
10% BLER



Table A4.1.4 Scenario for 4 GHz.
	Parameters
	4 GHz: Rural
	4 GHz: Urban macro

	Layout
	Macro layer: Hex. Grid 

	Macro layer: Hex. Grid 

	Inter-BS distance 
	1732m or 3 km 
	500m or 700m

	Carrier frequency 
	4 GHz 

	Aggregated system 
bandwidth
	400mHz (DL+UL)

	Simulation bandwidth
	100MHz (TDD)

	Channel model
	ITU RMa_B
	ITU UMa_B

	BS Tx power 
	53dBm 
	53dBm

	UE Tx power
	23dBm

	BS antenna configurations & gain, including RF losses
	AAS 128 antenna elements with (M,N,P,Mg,Ng) = (8,8,2,1,1)  32 TxRUs, (4x1 virtualization) 26dBi total max gain
Follow the modeling of ITU M.2412

	
	Tilt: 6 deg 
	Tilt: 10 deg

	BS antenna height 
	35m
	25m

	BS receiver noise figure
	5dB

	UE antenna configuration
	1T4R, [2T4R]

	UE antenna height
	Follow the modeling of ITU M.2412

	UE antenna gain
	Isotropic, 0dBi

	UE receiver noise figure
	7dB

	Traffic model
	Companies specify if full buffer or non full buffer is used when determining SINR statistics.

	Traffic load (Resource utilization)
	See Table A4.1.5

	UE distribution
	50% outdoor vehicles (120km/h) and 50% indoor (3km/h)
10 users per TRP for full buffer traffic
User distribution: Uniform
	20% Outdoor in cars: 30km/h,
80% Indoor in houses: 3km/h

Mix of O2I penetration loss models for higher carrier frequency
-	Low loss model – 80%
-	High-loss model – 20%




[bookmark: _Ref32826128]Table A4.1.5. Desired and interfering signal assumptions for 4GHz.
	Channel
	Desired signal beam
	Interfering signal 
	Interferer activity
	Power control SNR target 

	SSB
	GoB over four horizontal directions
	SSB
	1.0
	

	Msg2 Pdcch
	GoB over four horizontal
directions
	PDSCH
	0.5
	

	Msg2 Pdsch
	GoB over four horizontal directions
	PDSCH
	0.5
	

	PDCCH
	MRT
	PDSCH
	0.5
	

	PDSCH data
	MRT
	PDSCH
	0.5
	

	Msg 1 PRACH
	GoB over four horizontal directions
	PUSCH
	0.5
	3dB

	PUCCH
	MRC
	PUCCH
	0.5
	3dB

	Msg3 PUSCH
	MRC
	PUSCH
	0.5
	10dB

	CSI PUSCH
	MRC
	PUSCH
	0.5
	10dB

	PUSCH Data
	MRC
	PUSCH
	0.5
	10dB



[bookmark: _Ref40308944]Table A4.1.6 Link level assumptions and SNR requirements for 4GHz 
	Channel/Signal
	Assumptions

	Initial Access

	SSB
(P/S-SS and PBCH)
	SSB transmitted with 20ms periodicity
residual BLER after 4 retransmissions within MIB TTI of 80ms, UE is not assumed to know the SS/PBCH block index 
1% and 10% error rate

	MSG1 
(PRACH)
	Format B4 (12 symbols)
10% and 1% missed detection at 0.1% false alarm probability, with maximum timing estimation error 50% of the normal CP length and 64 preambles per cell
Initial timing offset uniformly distributed in [0, 1.9 µs]  for 500 m ISD and [0, 6.7 µs]  1732 m ISD

	MSG2 RAR
(PDCCH+PDSCH)
	PDSCH with 8 bytes payload, 
MCS 0 with transport block scale factor 0.25, 12 PRBs, 
3 DMRS symbol, 9 symbols with PDSCH 
(and 2 symbols reserved for PDCCH)
precoder cycling 
1% and 10% error rate

	MSG3 RRC request
(PDCCH+PUSCH)
	PUSCH with 7 bytes payload,
MCS 0, 2 PRBs, 3 DMRS symbols 11 symbols with PUSCH, 
With 7 re-transmissions (8 attempts), using different frequency for different attempts. No PDCCH errors.
1% and 10% error rate

	Uplink and Downlink Data Transmission

	DL assignment or
UL Grant
(PDCCH)
	PDCCH using aggregation level 16 and DCI format 0_0 or 1_0 with payload of 44bits+24bits CRC
CORESET 273 PRBs, 2 symbols, non-interleaved mapping,
precoder cycling
1% and 10% error rate

	DL data (PDSCH)
	Link and rank adaption based on 20 slot wideband CSI feedback periodicity and HARQ with up to three retransmissions. 273 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 12 symbols (2 symbols reserved for PDCCH), 
overhead due to CSI-RS and TRS with 20ms period 
10% error rate

	ACK/NACK
(PUCCH)
	PUCCH Format 3 using 14 symbols, 1 PRB, 4 DMRS and frequency hopping 
4 bits payload for ACK/NACKS (three bits for 3DL:1UL TDD asymmetry and another bit for scheduling request)
Pr(DTX to ACK)  <=1%, Pr(NACK to ACK) <=0.1%, 
Pr(ACK error) <=1% or 10%

	CSI feedback
PUCCH or PUSCH
	6 bits CSI part 1 (RI+CQI), 10 bits CSI part 2 (PMI1+PMI2) wideband reporting for type I feedback for an 8x2 port layout and up to rank four 
1 PRB, no HARQ ACK/NACKs
PUCCH format 3 with 4 DMRS, with frequency hopping
PUSCH without multiplexing with data on PUSCH and no frequency hopping
1% and 10% error rate

	UL data (PUSCH)
	Link and bandwidth adaption based on DMRS and HARQ with up to three retransmissions. Up to 273 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 14 symbols and no UCI overhead included 
10% error rate



Appendix 5: Scenarios and Channel Parameter Details for FR2
A1 
Table A1.1 Scenarios for 30 GHz
	[bookmark: _Hlk41597982][bookmark: _Ref40366344][bookmark: _Ref32483770]Parameters
	Indoor hotspot (30 GHz)
	Dense Urban (30 GHz)

	Layout
	Indoor floor: (two three-sector sites with 60m ISD)
	Hex. Grid


	Inter-BS distance 
	60m
	200m

	Carrier frequency 
	30GHz 
	30GHz


	Aggregated system 
bandwidth
	30GHz: 400 MHz (DL+UL) 
	30 GHz 400 MHz(DL+UL)

	Simulation bandwidth
	400 MHz (TDD)
	30 GHz: 400 MHz (TDD); 100MHz/panel

	Subcarrier spacing
	120 kHz

	TDD Pattern
	3DL:1UL

	Channel model

	InH_B from ITU M.2412  

	UMa_B from ITU M.2412 

	BS Tx power 
	23 dBm PA 

	40 dBm PA

	UE Tx power 
	9 dBm TRP, 23 dBm EIRP

	BS antenna configurations & gain, including RF losses
	Follow the modeling of ITU M.2412

	
	AAS 128 antenna elements with (M,N,P,Mg,Ng) = (8,8,2,1,1)  
2T2R for analog beamforming case; other values not precluded
23dBi total max gain

Antenna near the ceiling, panels in 3 sector configuration.
	AAS 512 antenna elements in 4 panels with (M,N,P,Mg,Ng) = (8,8,2,2,2)  
2T2R for analog beamforming case; other values not precluded
26dBi total max gain

	
	Tilt: 3 deg
	Tilt: 12 deg

	BS antenna height 
	3m
	25m 

	BS antenna element gain + connector loss
	5dBi
	8 dBi

	BS receiver noise figure
	7 dB

	UE antenna configuration & gain, including RF losses
	1T2R, [2T2R]; (M,N,P) = (4,2,2); 2 panels in different directions

	UE antenna height
	Follow the modeling of ITU M.2412

	UE receiver noise figure
	10 dB

	Traffic model
	Companies specify if full buffer or non full buffer is used when determining SINR statistics.

	Traffic load (Resource utilization)
	See Table A1.2

	UE distribution
	100% Indoor, 3km/h,

	Uniform/macro TRP 
- 80% indoor, 20% outdoor 
- In case of outdoor (30km/h), penetration loss in-car is 9 dB (LN, σ = 5 dB).

Mix of O2I penetration loss models for higher carrier frequency
-	Option1
-	Low loss model – 80%
-	High-loss model – 20%



Table A1.2: Desired and interfering signal assumptions for 30GHz.
	Channel
	Desired signal beam
	Interfering signal 
	Interferer activity
	Power control SNR target 

	SSB
	GoB 4x16
	SSB
	1.0
	

	Msg2 Pdcch
	GoB 4x16
	PDSCH
	0.5
	

	Msg2 Pdsch
	GoB 4x16
	PDSCH
	0.5
	

	PDCCH
	GoB 4x16
	PDSCH
	0.5
	

	PDSCH data
	GoB 4x16
	PDSCH
	0.5
	

	Msg 1 PRACH
	GoB 4x16
	PUSCH
	0.5
	3dB

	PUCCH
	GoB 4x16
	PUCCH
	0.5
	3dB

	Msg3 PUSCH
	GoB 4x16
	PUSCH
	0.5
	10dB

	CSI PUSCH
	GoB 4x16
	PUSCH
	0.5
	10dB

	PUSCH Data
	GoB 4x16
	PUSCH
	0.5
	10dB



Table A1.3 Link level assumptions and SNR requirements for different channels
	[bookmark: _Hlk31990353]Channel
	Assumptions

	Initial Access

	SSB
(P/S-SS and PBCH)
	SSBs are transmitted with 20ms periodicity
residual BLER after 4 retransmissions within MIB TTI of 80ms, UE is not assumed to know the SS/PBCH block index
10%, 1% error rate

	MSG1 
(PRACH)
	Format B4 with 12 symbols
10% or 1% missed detection at 0.1% false alarm probability, with maximum timing estimation error 50% of the normal CP length
64 preambles per cell
Initial timing offset uniformly distributed in [0, 0.77 µs] for an ISD of 200m

	MSG2 RAR
(PDCCH+PDSCH)
	PDSCH with 8 bytes payload, 
MCS 0 with transport block scale factor 0.25, 12 PRBs, 
3 DMRS symbol, 9 symbols with PDSCH (and 2 symbols reserved for PDCCH)
precoder cycling
10%, 1% error rate

	MSG3 RRC request
(PDCCH+PUSCH)
	PUSCH with 7 bytes payload,
MCS 0, 2 PRBs, 3 DMRS symbols 11 symbols with PUSCH, 
With 7 re-transmissions (8 attempts), using different frequency for different attempts. No PDCCH errors
10%, 1% error rate

	Uplink and Downlink Data Transmission

	DL assignment or
UL Grant
(PDCCH)
	PDCCH using aggregation level 16 and DCI format 0_0 or 1_0 with payload of 40bits+24bits CRC
CORESET 66 PRBs, 1 symbol, non-interleaved mapping,
precoder cycling
10%, 1% error rate

	DL data
(PDSCH)
	Link and rank adaption based on 20 slot 2 port wideband CSI feedback periodicity and HARQ with up to three retransmissions. 66 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 13 symbols (1 symbol reserved for PDCCH), 
overhead due to CSI-RS and TRS with 20ms period 
10% error rate

	ACK/NACK 
(PUCCH)
	PUCCH Format 3 using 14 symbols, 1 PRB, 4 DMRS and frequency hopping 
4 bits payload for ACK/NACKS (three bits for 3DL:1UL TDD asymmetry and another bit for scheduling request)
Pr(DTX to ACK)  <=1%, Pr(NACK to ACK) <=0.1%, 
Pr(ACK error) <=1% or 10%

	CSI feedback
(PUCCH or PUSCH)
	Type I wideband CSI feedback
· 8+2=10 bits for 2 port feedback + 3bit CRI

1 PRB, no HARQ ACK/NACKs
· PUCCH format 3 with 4 DMRS, with frequency hopping, or 
· PUSCH without multiplexing with data on PUSCH and no frequency hopping

10%, 1% error rate

	UL data
(PUSCH)
	Link and bandwidth adaption based on DMRS and HARQ with up to three retransmissions. Up to 66 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 14 symbols and no UCI overhead included 

10% error rate
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