Page 4
Draft prETS 300 ???: Month YYYY
3GPP TSG-RAN WG1 Meeting #101 	R1- 2004353
e-Meeting, May 25th – June 5th, 2020

Agenda Item:	8.4.1.2
Source:	Ericsson
Title:	Simulation Parameters and Initial Results for FR2
Document for:	Decision

1	Introduction
In this paper coverage evaluations for a set of channels, for different scenarios and frequencies within Frequency Range 2 (FR2) are presented. The set is selected in the same way as for FR1 in [2] include channels used for the initial access procedure as well as when sending data and considers both uplink as well as downlink and allows to identify potential bottlenecks in terms of channels that significantly limit overall coverage. 
For FR2, two different deployments, both with a carrier frequency of 30GHz, are proposed to be studied, a dense urban macro deployment with base stations deployed outdoors as well as an indoor hotspot scenario with base stations deployed indoors, see also [3]. In both cases we consider TDD and 100MHz carrier bandwidth as well as advanced antenna solutions.
As discussed in [1], the evaluations involve link simulations to determine the required link quality in terms of  signal-to-noise and interference ratio (SINR) that is required to reach acceptable error rates, and system level simulations that determine coverage, or probability of reaching, those SINRs.
Link level models and results are presented in Section 2, and system level models are presented in Section 3. 
2	Link level models and results
For the FR2 deployment studies, a subcarrier spacing of 120kHz is used and considering the defined frequency bands TDD is the relevant duplex mode to study. Even though very large bandwidths can be supported it is proposed to consider a carrier bandwidth of 100MHz, one reason being that the study is mainly concerned with coverage and not so much peak rates. 
To offer high peak data rates, use of large bandwidths, by means of large subcarrier spacing and carrier aggregation, as well as spatial multiplexing can be used. For FR2, spatial multiplexing with up to two layers using the polarization domain in combination with very large bandwidth are foreseen for (downlink) data channels. For control channels dual polarized antenna pairs can be used at the receiver and transmitter sides to provide diversity including reducing any loss due to polarization mismatch.
In actual implementations, both at the base station side as well as the terminal side, various forms of beamforming solutions operating in the time domain or the frequency domain or a combination of both are available. Such solutions are sometimes referred to as analogue, digital, or hybrid solutions. Analogue implementations of time domain beamforming in the context of arrays of dual polarized element pairs, can be done for each polarization separately, whereas the processing of the two polarizations can be done in the frequency domain in digital baseband. Such a solution can be regarded as a hybrid solution.
Furthermore, link performance is expected to depend not only on the antenna configuration but also on the beamforming implementation and algorithms. This means that the bottlenecks will depend not only on the standard but also the beamforming implementation. In any case, the size of the array, in terms of the number of dual polarized elements pairs provides an upper bound on beamforming capability, and it is therefore proposed to consider base station arrays of 8x8 dual polarized antenna pairs for the indoor scenario and 16x16 dual polarized pairs for an outdoor macro scenario. At the terminal side, six panels oriented in different directions is assumed, where each pane consists of four dual polarized elements pairs.
Proposal:
· Consider two configurations as shown in Table 1, one intended for indoor deployments and another for outdoor deployments. In both cases, a 100MHz TDD carriers using 120kHz subcarrier spacing is considered.

	Carrier frequency
	30GHz

	Duplex
	TDD 3DL:1UL

	Bandwidth
	1x100MHz (66PRBs)

	Subcarrier spacing
	120kHz

	BS antenna config
	Indoor

8x8x2 
(8x8 dual polarized element pairs)

Case Analogue:
Time domain beamforming per polarization with 2T2R

Case Digital:
Frequency domain beamforming with up to 128T128R 
	Outdoor

16x16x2
(16x16 dual polarized element pairs)

Case Analogue:
Time domain beamforming per polarization with 2T2R

Case Digital:
Frequency domain beamforming with up to 512T512R 

	UE antenna config
	Multiple 2x2x2 panels (4 dual polarized antenna pairs) with panel selection and time domain beamforming per polarization with 1T2R

	Waveform
	DL: OFDM, UL: DFT-S-OFDM


Table 1 Carrier configuration for FR2
As proposed in [1] and also discussed in [2] for FR1, the antenna capabilities are modeled partly on link level and partly on system level. Transmit and receive diversity as well as spatial multiplexing operate on fast fading time scales, and it appears natural to model them on link level. Striking a balance between complexity and accuracy while still allowing to account for up to two-layer spatial multiplexing as well as first order benefits of transmit diversity with dual polarized arrays, two transmit antennas is proposed to be used for the downlink whereas a single transmit antenna is consider for the uplink initially. On the receiver side, two antennas should be considered primarily because of the diversity and spatial multiplexing benefits.

Proposal:
· For baseline link level simulations, consider at least 2T for downlink 1T for uplink and furthermore 2R for both uplink and downlink, see also Table 2.

	Carrier frequency
	30GHz

	gNB
	2T2R

	UE
	1T2R, [2T2R]


Table 2 Baseline link level simulation antenna configurations
The link level performance does not only depend on carrier frequency and antenna configurations, assumptions are also needed when it comes to the power delay profile. For simplicity, the so-called tapped delay line channel models are considered, and following for the same reasoning as in [2], TDL-A with medium correlation and 3km/h terminal speed is a starting point.  
Furthermore, terminals at different positions experience different time dispersion. Based on the tables in Section 7.7.3 [1] we note that the median RMS delay spread is  in the indoor NLOS scenario at 30GHz and for indoor users in the urban macro scenario. Based on this it is proposed to consider two delays spreads, 10ns and 100ns as starting points.
Based on this, we make the following proposal, see also Table 3.
 
Proposal:
· For the link level simulations, initially consider TDL-A with medium spatial correlation, RMS delay spreads 10ns and 100ns as well as terminal speed of 3km/h and later consider also other delay spreads and higher speeds like 30km/h, see Table 3.

	Carrier frequency
	30GHz

	Model
	TDL-A

	Correlation
	medium correlation

	RMS delay spread (DS)
	10, [30] 100 [300] ns 

	Terminal speed
	3, [30] km/h


[bookmark: _Ref40444800]Table 3 Link level simulation power delay profiles
2.1	Channels and SNR requirements
As described in the above in order to find the bottle necks signaling both during initial access as well as uplink and downlink transmission in connected mode will be considered. Not all signals and channels will be explicitly included. More specifically note
· System information as well as paging are not explicitly included. They use the PDCCH and PDSCH and are therefore implicitly included. The same holds also messages beyond Ms3g in the access procedure.
· Error rates in the order of 10% are also considered in addition to the perhaps commonly assumed than 1%, This means that the access time for the UE increases which could be acceptable when in poor coverage.
· In a practical (analogue) implementation with time domain beamforming, a balance between coverage, latency and data rates needs to be found. For example, to transmit an SSB in certain direction may block the entire carrier for data transmission to user in another directions. Similarly, to receive an UL PRACH with a duration of twelve symbols may prevent the reception of PUSCH and PUCCH within the entire subframe, even though the bandwidth occupied is just a tiny fraction of the carrier bandwidth.
· Since we are interested in coverage, and not in very high data rates, explicit phase noise models as well as PTRS based compensation does not appear critical.
The first two points are shared with the proposal for FR1 in [2], whereas the two last points are specific for high band. Thus, the following proposals are made
Proposals:
· As a starting point, neglect any constraints imposed by certain beamforming implementation such as the possibility to simultaneous receive or transmit with maximum gain in more than one direction.
· Neglect PTRS overhead and compensation algorithms.

Below in Table 4 an initial set of channels as well as assumptions and initial results are outlined.
[bookmark: _Ref40366344]Table 4 Link level assumptions and SNR requirements for different channels
	[bookmark: _Hlk31990353]Channel
	Assumptions
	SNR [dB] for 
10%, 1% error rate

	Initial Access

	SSB
(P/S-SS and PBCH)
	SSBs are transmitted with 20ms periodicity
residual BLER after 4 retransmissions within MIB TTI of 80ms, UE is not assumed to know the SS/PBCH block index
	-10.7, -8.6 (10ns DS)
-9.7, -7.8 (100ns DS)

	MSG1 
(PRACH)
	Format B4 with 12 symbols
10% or 1% missed detection at 0.1% false alarm probability, with maximum timing estimation error 50% of the normal CP length
64 preambles per cell
Initial timing offset uniformly distributed in [0, 0.77 µs] for an ISD of 200m
	‑15.2, ‑10.3 (10ns DS)
‑14.2, ‑10.4 (100ns DS)

	MSG2 RAR
(PDCCH+PDSCH)
	PDSCH with 8 bytes payload, 
MCS 0 with transport block scale factor 0.25, 12 PRBs, 
3 DMRS symbol, 9 symbols with PDSCH (and 2 symbols reserved for PDCCH)
precoder cycling
	-9, -6 (10ns DS)
-8.8, -6.4 (100ns DS)

	MSG3 RRC request
(PDCCH+PUSCH)
	PUSCH with 7 bytes payload,
MCS 0, 2 PRBs, 3 DMRS symbols 11 symbols with PUSCH, 
With 7 re-transmissions (8 attempts), using different frequency for different attempts. No PDCCH errors

	‑10.5, ‑8.1 (10ns DS)
‑10.9, ‑9.0 (100ns DS)

	Uplink and Downlink Data Transmission

	DL assignment or
UL Grant
(PDCCH)
	PDCCH using aggregation level 16 and DCI format 0_0 or 1_0 with payload of 40bits+24bits CRC
CORESET 66 PRBs, 1 symbol, non-interleaved mapping,
precoder cycling
	-9.3 ,-7.0 (10ns DS) 
-8.7 ,-6.5 (100ns DS)

	DL data
(PDSCH)
	Link and rank adaption based on 20 slot 2 port wideband CSI feedback periodicity and HARQ with up to three retransmissions. 66 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 13 symbols (1 symbol reserved for PDCCH), 
overhead due to CSI-RS and TRS with 20ms period 


	depends 
on rate

	ACK/NACK 
(PUCCH)
	PUCCH Format 3 using 14 symbols, 1 PRB, 4 DMRS and frequency hopping 
4 bits payload for ACK/NACKS (three bits for 3DL:1UL TDD asymmetry and another bit for scheduling request)
Pr(DTX to ACK)  <=1%, Pr(NACK to ACK) <=0.1%, 
Pr(ACK error) <=1% or 10%

	-7.4, -3.6 (10ns DS)
-7.6, -4.0 (100ns DS)

	CSI feedback
(PUCCH or PUSCH)
	Type I wideband CSI feedback
· 8+2=10 bits for 2 port feedback + 3bit CRI

1 PRB, no HARQ ACK/NACKs
· PUCCH format 3 with 4 DMRS, with frequency hopping, or 
· PUSCH without multiplexing with data on PUSCH and no frequency hopping
	10b PUCCH
-7.0, -3.0 (10ns DS)
-7.2, -3.3 (100ns DS)

10b PUSCH
-5.8, 0.5 (10ns DS)
-5.9, -0.5(100ns DS)


	UL data
(PUSCH)
	Link and bandwidth adaption based on DMRS and HARQ with up to three retransmissions. Up to 66 PRBs, 2 symbols with DMRS, PDSCH and DMRS mapped to 14 symbols and no UCI overhead included 

	depends 
on rate





3. System-level models and results 
This chapter first presents system-level models and assumptions for high-band and then coverage results for different scenarios.
[bookmark: _Hlk31805797]3.1	Models and assumptions
In Table 5 assumptions for desired and interfering signals for 30GHz are presented. In this case an (8,8,2,8,8) AAS is assumed, i.e. constituted by 8x8 cross-polarized antenna elements, grouped into (1x1) subarrays.  Only wideband time domain beamforming is used. The SSB is swept in 64 different directions, four vertical and 16 horizontal, and the best direction (strongest received signal) is used for the coverage calculations. It is further assumed that the PRACH is received using the same beam, and also that the following PUCCH and PUSCH transmission for message 2 use this beam. Following transmissions are assumed to use a grid of 64 beams, 4 vertical and 16 horizontal. It is further assumed that SSB transmission is concurrent between cells, so that an SSB transmission is interfered with another SSB transmission, and that the interferer activity is 100%. For other downlink channels it is assumed that they are interfered by PDSCH with 50% activity. For the uplink it is assumed that PRACH and PUSCH are interfered by PUSCH with an activity of 50%, and that PUCCH is interfered by PUCCH. For the uplink channels power control with full pathloss compensation (alpha = 1) is used with SNR targets according to Table 5. 
[bookmark: _Ref32483770]Table 5. Desired and interfering signal assumptions for 30GHz.
	Channel
	Desired signal beam
	Interfering signal 
	Interferer activity
	Power control SNR target 

	SSB
	GoB 4x16
	SSB
	1.0
	

	Msg2 Pdcch
	GoB 4x16
	PDSCH
	0.5
	

	Msg2 Pdsch
	GoB 4x16
	PDSCH
	0.5
	

	PDCCH
	GoB 4x16
	PDSCH
	0.5
	

	PDSCH data
	GoB 4x16
	PDSCH
	0.5
	

	Msg 1 PRACH
	GoB 4x16
	PUSCH
	0.5
	3dB

	PUCCH
	GoB 4x16
	PUCCH
	0.5
	3dB

	Msg3 PUSCH
	GoB 4x16
	PUSCH
	0.5
	10dB

	CSI PUSCH
	GoB 4x16
	PUSCH
	0.5
	10dB

	PUSCH Data
	GoB 4x16
	PUSCH
	0.5
	10dB



Some additional parameters are presented in Table 6.
[bookmark: _Ref40386910]Table 6. Additional parameters for 30GHz.
	Parameter
	30GHz 

	BS power
	40dBm for Dense Urban, 23dBm for indoor hotspot

	UE power
	9dBm TRP, 23dBm EIRP

	BS noise figure
	5dB

	UE noise figure
	7dB




3.1	Dense Urban, ISD 200m, 30GHz, 400MHz TDD
Figure 1 shows SINR distributions and coverage for different channels for the Dense Urban scenario. It is seen that the SINR differs between channels because of the differences in transmit power, bandwidth, antenna gains, and interference. For each channel the SINR requirement is marked with a star in the SINR distribution, and the relative coverage (or outage) can be read at the corresponding value on the vertical axis. The SINR requirements and outage levels for the lower quality requirements are also included in the figure legend. The relative coverage is also summarized in Figure 2. Figure 3 shows the isotropic loss corresponding to the coverage for each of the channels.
It is seen that quite good coverage is achieved. The channel with the worst coverage is 10Mbps PUSCH data. This is followed by downlink data.  
Observation:
· For the dense urban scenario, uplink data has the worst coverage. This is followed by downlink data, uplink control channels, and downlink control channels. There is no obvious bottleneck among the control channels. 
The Dense Urban scenario studied here has 80% of the users indoors. Among the indoor users, 20% are located in high-loss buildings, which are difficult to enter at 30GHz. To assess the effect of this user distribution, results are plotted separately for outdoor users in Figure 4 and for users in low-loss buildings in Figure 5. It is seen that very good outdoor coverage is achieved, with practically full coverage for control channels and downlink data, and 70% of users exceeding 10Mbps in uplink. Also, for users in low-loss buildings, very good control channel coverage is achieved, and 95% of the users exceed 100Mbps in downlink and 33% exceed 10Mbps in uplink. 

 [image: ]
[bookmark: _Ref32829048]Figure 1. SINR distributions and coverage for different channels for Dense Urban at 30GHz.
 [image: ]
[bookmark: _Ref40269184]Figure 2. Coverage in terms of fraction of users with acceptable quality for Dense Urban at 30GHz.

[image: ]
[bookmark: _Ref32829054]Figure 3. Estimated maximum isotropic loss for different channels for Dense Urban at 30GHz.
[image: ]
[bookmark: _Ref40269935]Figure 4. SINR distributions and coverage for different channels for Dense Urban at 30GHz for outdoor UEs.
[image: ]
[bookmark: _Ref40269953]Figure 5. SINR distributions and coverage for different channels for Dense Urban at 30GHz for indoor UEs in low-loss buildings.
3.2	Indoor hotspot, ISD 20m, 30GHz, 400MHz TDD
In order to stress coverage, a modified version of the indoor hotspot scenario, with one single three-sector base station in the middle of the office floor, is studied.
Figure 6 shows SINR distributions and coverage for different channels. For each channel the SINR requirement is marked with a star in the SINR distribution, and the relative coverage (or outage) can be read at the corresponding value on the vertical axis. The SINR requirements and outage levels for the lower quality requirements are also included in the figure legend. The relative coverage is also summarized in Figure 7. Figure 8 shows the isotropic loss corresponding to the coverage for each of the channels.
It is seen that quite good coverage is achieved. The channel with the worst coverage is 10Mbps PUSCH data. This is followed by downlink data.  
Observation:
· For the indoor hotspot scenario, uplink data has the worst coverage. This is followed by downlink data, uplink control channels, and downlink control channels. There is no obvious bottleneck among the control channels. 

 [image: ]
[bookmark: _Ref40476037]Figure 6. SINR distributions and coverage for different channels for Indoor Hotspot at 30GHz.
[image: ] 
[bookmark: _Ref40476057]Figure 7. Coverage in terms of fraction of users with acceptable quality for Indoor Hotspot at 30GHz.
[image: ]

[bookmark: _Ref40476078]Figure 8. Estimated maximum isotropic loss for different channels for Indoor Hotspot at 30GHz.
3.3	Summary and discussion
The above evaluations can be summarized as:
Observation:
· Across the scenarios, uplink data is typically limiting followed by downlink data. Uplink control and downlink control are more robust. There is no obvious bottleneck among the control channels. 

Based on this it is proposed to focus coverage enhancements efforts where most needed:
Proposal:
· Focus coverage enhancements efforts on uplink and downlink data. 
It should be noted that in this study the focus has been on coverage, and for most channels the configuration providing the best coverage has been selected. Some of these configurations are resource consuming, especially when used together with analogue beamforming, and could form capacity bottlenecks. For capacity reasons it could be motivated to study efficiency enhancements of channels forming such bottlenecks.  
Observation:
· Maintaining downlink coverage may require relatively high amounts of resource, and so techniques achieving downlink coverage that maintain spectral efficiency may be of interest. 
Conclusion
In the previous sections we first made the following proposals related to evaluations:
Proposals:
· Consider two configurations as shown in Table 1, one intended for indoor deployments and another for outdoor deployments. In both cases, a 100MHz TDD carriers using 120kHz subcarrier spacing is considered. 
· For baseline link level simulations, consider at least 2T for downlink 1T for uplink and furthermore 2R for both uplink and downlink, see also Table 2.
· For the link level simulations, initially consider TDL-A with medium spatial correlation, RMS delay spreads 10ns and 100ns as well as terminal speed of 3km/h and later consider also other delay spreads and higher speeds like 30km/h, se Table 3.
· As a starting point, neglect any constraints imposed by certain beamforming implementation such as the possibility to simultaneous receive or transmit with maximum gain in more than one direction.
· Neglect PTRS overhead and compensation algorithms.
Related to system-level coverage and identification of bottlenecks, we then made the following observations and proposals:
Observations:
· For the dense urban scenario, uplink data has the worst coverage. This is followed by downlink data, uplink control channels, and downlink control channels. There is no obvious bottleneck among the control channels. 
· For the indoor hotspot scenario, uplink data has the worst coverage. This is followed by downlink data, uplink control channels, and downlink control channels. There is no obvious bottleneck among the control channels. 
· Across the scenarios, uplink data is typically limiting followed by downlink data. Uplink control and downlink control are more robust. There is no obvious bottleneck among the control channels. 
· Maintaining downlink coverage may require relatively high amounts of resource, and so techniques achieving downlink coverage that maintain spectral efficiency may be of interest.

Proposal:
· Focus coverage enhancements efforts on uplink and downlink data.  
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