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1	Introduction
NR specifications have been developed in Rel-15 and Rel-16 to operate in frequencies up to 52.6 GHz with the following two frequency ranges:
· FR1 spanning from 410 MHz to 7.125 GHz
· FR2 spanning from 24.25 GHz to 52.6 GHz
As an initial effort to enable and optimize 3GPP NR system for operation in above 52.6GHz, 3GPP RAN has studied requirements for NR beyond 52.6GHz. Several challenges such as higher phase noise, larger propagation loss due to high atmospheric absorption, lower power amplifier efficiency, and strong power spectral density regulatory requirements in unlicensed bands, compared to lower frequency bands, have been identified in TR 38.807 [1]. 
The report further identifies the global availability of bands in the 52.6 – 71 GHz range, including the original 60 GHz band (57 – 66 GHz) and extended 60 GHz band (57 – 71 GHz). Moreover, WRC19 recently identified the 66 – 71 GHz frequency range for IMT operation in certain regions. Consequently, a new SI [2] and a new WI [3] were approved in RAN #86 to study and extend NR support in the frequency range of 52.6 GHz to 71 GHz.
This study item will include the following objectives:
· Study of required changes to NR using existing DL/UL NR waveform to support operation between 52.6 GHz and 71 GHz
· Study of applicable numerology including subcarrier spacing, channel BW (including maximum BW), and their impact to FR2 physical layer design to support system functionality considering practical RF impairments [RAN1, RAN4].
· Identify potential critical problems to physical signal/channels, if any [RAN1].
· Study of channel access mechanism, considering potential interference to/from other nodes, assuming beam based operation, in order to comply with the regulatory requirements applicable to unlicensed spectrum for frequencies between 52.6 GHz and 71 GHz [RAN1].
· Note: It is clarified that potential interference impact, if identified, may require interference mitigation solutions as part of channel access mechanism.   
The objectives for the WI, according to the outcome of the study item and leveraging FR2 design to the extent possible, are to extend NR operation up to 71 GHz considering both licensed and unlicensed operation. The following lists objectives with RAN1 lead:
· Physical layer aspects including [RAN1]:
· [bookmark: _Hlk26996217]New numerology or numerologies (µ value in 38.211) for operation in this frequency range. Addressing impact on physical signals/channels if any, as identified in the SI. 
· Time line related aspects adapted to each of the new numerologies, e.g., BWP and beam switching times, HARQ scheduling, UE processing, preparation and computation times for PDSCH, PUSCH/SRS and CSI, respectively. 
· Support of up to 64 SSB beams for licensed and unlicensed operation in this frequency range. 
· Physical layer procedure(s) including [RAN1]:
· Channel access mechanism assuming beam based operation in order to comply with the regulatory requirements applicable to unlicensed spectrum for frequencies between 52.6GHz and 71GHz. 

2	Summary updates of global spectrum regulations
[bookmark: _Hlk39696936]An overview of the licensing situation for various countries in the 52.6 – 71 GHz frequency range was provided in [1]:
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As noted in the above, updates for the 66 – 71 GHz band are needed. At WRC-19 (Nov 2019), the frequency range 66 – 71 GHz was identified for IMT operations. The WRC-19 decision amends the ITU Radio Regulations by including IMT identification for the band and pointing to Resolution 241. This resolution resolves:
1. That administrations wishing to implement IMT make available the frequency band 66-71 GHz identified in No. 5.559AA for use by the terrestrial component of IMT;
2. That administrations wishing to implement IMT in the frequency band 66 – 71 GHz, identified for IMT under the provisions in No. 5.559AA, which also wish to implement other applications of the mobile service, including other wireless access systems in the same frequency band, consider coexistence between IMT and these applications.
CEPT has defined the frequency bands and regulatory parameters for the 57 – 71 GHz band for Wideband Data Transmission Systems in ERC/REC 70-03 [9]. Triggered by the WRC decision and the opinion of the Radio Spectrum Policy Group (RSPG), EC has issued a follow-up mandate [10] to CEPT to:
“review and revise, only if necessary, the EU-harmonised technical conditions for use of the 66 – 71 GHz frequency band with view to use of this band for next-generation (5G) wireless broadband electronic communications services …”
The upcoming CEPT/ECC plenary meeting at the end of June will handle this mandate. The draft report to the EC is due March 2021 with the final report due June 2021.
As also noted in the WID, both licensed and unlicensed operations are of equal importance in the design to extend NR operations into the 52.6 – 71 GHz frequency range.

3	Archetypal use cases, deployment scenarios and beamforming capabilities
In TR 38.807 [1], a range of potential use cases was identified including high data rate eMBB, mobile data offloading, short range high-data rate D2D communications, broadband distribution networks, integrated access backhaul (IAB), factory automation, industrial IoT (IIoT), wireless display transfer, augmented reality (AR)/virtual reality (VR) wearables, intelligent transport systems (ITS) and V2X, data center inter-rack connectivity, smart grid automation, private networks, and support of high positioning accuracy. The use cases span over several deployment scenarios identified in the study. The deployment scenarios include, but not limited to, indoor hotspot, dense urban, urban micro, urban macro, rural, factory hall, and indoor D2D scenarios. 
To further the discussion and to assist quantitative evaluations on NR support of 52.6 GHz to 71 GHz, we discuss and categorize this large range of use cases and deployment scenarios into three major archetypes. For each of the use case and deployment scenario archetypes, we further provide our views on the realistic beamforming setups and capabilities for the purpose of enabling informative quantitative evaluations and system designs.
3.1	Indoor mobility use cases and deployments
The indoor hotspot deployment scenario focuses on small coverage per site/TRP (transmission and reception point) and high user throughput or user density in buildings. The factory hall deployment scenario focuses on medium coverage per site/TRP and high user throughput and high user density inside the buildings. For both, the key characteristics of this deployment scenario are seamless mobility, high capacity, and consistent user experience and link availability. A gNB equipped with 2x4 or 4x8 antenna panel per polarization can be expected. On the mobile UE/device side, beamforming capabilities may vary with low-cost simple devices equipped with one or two antenna elements to a panel with 2x2 antenna elements per polarization.
In short-range D2D deployment scenario, usually low-cost devices are involved. Typically, the transmit power is lower and the antenna elements are much fewer compared with regular mobile UEs. As a result, the distances between the communicating devices are generally limited to less than 5m. The transmitters and receivers are usually equipped with one or two antenna elements per polarization.
3.2	Outdoor mobility use cases and deployments
The urban micro cellular deployment scenario focuses on high user densities and traffic loads in city centres, dense urban areas and high traffic / event hot spots. The key characteristics of this deployment scenario are high traffic loads, high user density, outdoor and outdoor-to-indoor coverage for mobile UEs. The UE is provided with continuous cellular connectivity using a lower frequency while being served with high traffic loads using frequencies above 52.6 GHz. To increase coverage, the base stations can be expected to be equipped with larger beamforming arrays than those typical for the indoor use cases. A gNB equipped with 4x8 or 8x16 antenna panel per polarization can be expected. On the mobile UE/device side, beamforming capabilities may be equipped with a panel with 2x2 up to 4x4 antenna elements per polarization.
3.3	Fixed deployment use cases
The integrated access backhaul (IAB) use case mainly is applied for backhauling deployment when optical fibre or dedicated wireless backhaul is unavailable or inconvenient. Such backhauling can take advantage from the currently developed NR IAB framework, where some nodes serve both backhaul and access. In this use case, devices operate with LOS under most conditions, though obstruction of the LOS may occur occasionally, so directional transmission can extend the distance between the gNBs. For these fixed installation cases, regulations allow higher transmission powers and beamforming gains. For instance, the North America allows maximum average EIRP of 82 dBm with an antenna gain of 51 dBi. For these use cases, larger array sizes such as those up to 8x8 per polarization on both transmitter and receiver sides may be expected.

4	Discussion on sub-carrier spacing
The frequency range of 57 – 71 GHz provides a large amount of spectrum for operations. However, operation on bands in this frequency range are limited by practical device performance. For example, poor power amplifier (PA) efficiency and larger phase noise impairment, increased front-end insertion loss together with the low noise amplifier (LNA) and analog-to-digital converter (ADC) noise present particular challenges. Furthermore, to optimize NR operations for different deployment and use cases in this frequency range, the SI and WI should consider and incorporate system designs and parameters that are beneficial for the different use case archetypes. In this section, we provide our analysis and initial views on the various important factors that should be considered in the selection of sub-carrier spacings for NR operation in the 52.6 – 71 GHz range.
4.1	Addressable system bandwidth
The frequency range of 57 – 71 GHz provides a large amount of spectrum for operations. A system bandwidth of larger than the currently supported 400 MHz can be envisioned. However, to optimize NR operations for different deployment and use cases in this frequency range, the SI and WI should consider and incorporate system designs and parameters that are beneficial for the different use case archetypes.
For indoor mobility use cases, path losses are generally lower because of limited environment sizes. For fixed deployment use cases, regulations generally allow/require large beamforming gains, i.e., high EIRP. For both deployments and use cases, there can be high enough received powers to benefit from operating a large system bandwidth. As a reference for indoor use cases, the IEEE 802.11ad system operates a carrier bandwidth of 2.16 GHz. Further evolution in the 802.11ay specs introduced support of 4.32 GHz carrier bandwidth. However, operating at such large bandwidths limits the useable ranges and user experience severely. It is observed that the 802.11ad system can only be operated within the same room and at a distance of no more than 10 m [12][13][14]. Judging from the market reactions, there is little evidence that supporting such a large bandwidth is beneficial.
For outdoor mobility use cases, it is beneficial to restrict the transmission bandwidths to obtain adequate received signal to noise ratios for reliable system operations for a target site density. Region I regulation for 57 – 66 GHz stipulates mean EIRP limit of 40 dBm as well as a maximum power spectral density of 23 dBm/MHz. Hence, a minimum of 50 MHz transmission bandwidth is needed to deploy transmissions at the allowed EIRP limit and maximum PSD. North America regulations for 57 – 71 GHz restrict the maximum conducted output power at 27 dBm if the emission bandwidth is at least 100 MHz. The maximum conducted output power is reduced proportionally with the emission bandwidth otherwise. Therefore, coverage can be optimized by a transmission of 100 MHz. 
To enable NR operation in the 57 – 71 GHz bands with greater range, mobility and user experience, it is necessary to address the trade-off between peak rate, coverage and robustness carefully in the 3GPP SI and WI. Power amplifier (PA) performance generally degrades with large bandwidths. It is also difficult to realize linearization needed for higher order modulation over large bandwidths. Directivity of multiple antenna transmissions can vary across a wide bandwidth. All these factors limit the efficiency and impact the thermal aspects of the transmitters to achieve the desired EIRP targets. On the receiver side, we observe that noise figure, linearity and other receiver characteristics have significant dependence on the bandwidth. For instance, power consumption of the ADC can grow quadratically with the bandwidth, representing a large drain the mobile batteries.
There has been some exploration on the possibility of reducing computational complexity by reducing the size of the FFT. However, this will require pushing the sub-carrier spacing higher to achieve the same addressable system bandwidth, and as we argue later in this paper, this has multiple drawbacks. Furthermore, to maintain the same data rate, multiple FFT operations, though each one small, will have to be performed. For instance, instead of performing one 4096 FFT every duration of  ms, one 2048 FFT is performed every duration of  ms. That is, two 2048 FFT operations will need to be performed over the same duration as one 4096 FFT operation with a lower sub-carrier spacing. Any complexity savings in practical implementation could be negligible.
In summary, NR operations in the frequency range of 57 – 71 GHz should enable a range of system bandwidths suitable for reliable and robust mobile use case in indoor as well as outdoor environments. Using the same 4096 FFT size as Rel-15 NR, the addressable transmission bandwidths for different sub-carrier spacings (SCS) are tabulated in Figure 1. Based on the above discussion, we suggest considering sub-carrier spacings no larger than 960 kHz from the addressable system bandwidth point of view. 
If the target maximum channel BW is set to 1.6 GHz, SCS of 480 kHz can be considered. Since Rel-15 specs was written with a maximum SCS of  kHz, extensive revision of the specs can be avoided by using SCSs up to 480 kHz. If the maximum channel BW is targeted at 2 GHz to 3.2 GHz, then SCS of 960 kHz will suffice given the drawbacks of using even larger SCSs discussed in the sections below.
[bookmark: _Ref39149567]Figure 1: Maximum addressable system bandwidth assuming FFT size 4096
	SCS [kHz]
	120
	240
	480
	960
	1920
	3840

	275 PRBs allocation [GHz]
	0.40
	0.79
	1.58
	3.17
	6.34
	12.67



4.2	Cyclic prefix lengths and applicable operation environment sizes
With a larger sub-carrier spacing, the OFDM symbol duration and the associated cyclic prefix (CP) duration become shorter. As shown in Figure 2, the normal CP lengths are reduced from 586 ns for 120 kHz SCS to 73 ns or shorter for 960 kHz or higher SCS. Such short CP lengths present serious link performance and hence operation environment size limitation to the NR operation in the 52.6 – 71 GHz frequency range. Note that, in addition to the inter-symbol interference issues discussed below, short CP lengths can pose serious challenges to align UE UL transmission timings and cause inter-user interferences. 
[bookmark: _Ref39485433]Figure 2: Normal CP durations for difference sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960
	1920
	3840
	Overhead

	NCP duration [ns]
	585.9
	293.0
	146.5
	73.2
	36.6
	18.3
	6.7%



To assess the link performance impacts of short CPs quantitatively, we performed extensive evaluations on the range of channel realizations using the 3GPP indoor and urban micro channel models in [4]. Further details of the evaluation can be found in Annex A. We follow the Urban Micro (UMi) street canyon and Indoor Office scenarios as parameterized in Sec. 7.2 of [4]. We use the channel model CDL-D to evaluate channels under LOS conditions, and the channel model CDL-B to evaluate channels under NLOS conditions. For a channel block (corresponding to a random UE drop in a cell), we first randomly sample mean angles (e.g., mean AOA) from their respective distributions (listed in the beginning of Annex A) and randomize the UE orientation, together with the remaining parameters of the channel model to obtain a random channel initialization. Beam locking takes place based on this initial random channel initialization. With the large-scale parameters (such as the mean angles) fixed, we allow fast fading to occur (due the non-zero speed of the UE) and collect the channel realizations of the next 50 consecutive slots experienced by a moving user. This channel block (user drop), of which a given beam pair operates, are used to compute a power delay profile .
For each estimated power delay profile, the root mean square delay spread (RMS DS) is calculated:

where  are the received power and delay of the -th tap, and the mean delay  is given by . The distribution of the RMS DSs (one RMS DS per block) can thus be seen as the range of RMS delay spread values that a moving user, with arbitrary rotation, experiences across the different positions of the cell.
In Figure 3 and Figure 4, we compile the RMS DS cumulative distribution functions (CDF) of the channel realizations of the environments (“Pre-BF” lines). For each environment, we further collect the effective delay spreads incorporating the impact of analog beamforming at the transmitter and the receiver. Generally speaking, as beams become narrower, delay spread reduces. We have chosen larger beamforming arrays for each environment in this study to isolate the impact of short CP in the following discussion. For practical systems with more realistic and smaller beamforming arrays, the system performance is expected to be worse than those discussed in this section (e.g. larger delay spreads and smaller signal-to interference ratios).
[image: ][image: ]
[bookmark: _Ref39500186]Figure 3: RMS delay spreads for Indoor and UMi CDL-D (LOS) channels.
[image: ][image: ]
[bookmark: _Ref39500198]Figure 4: RMS delay spreads for Indoor and UMi CDL-B (NLOS) channels.
For the Indoor Office CDL-D (LOS) channel model, we observe the RMS delay spreads can be up to around 110 ns without beamforming and up to 70 ns with 4x8 array at the gNB. The CP length of the 960 kHz SCS can barely contain the large RMS delay spread in this environment with beamforming. Note that, since the RMS delay spread is an average value, even when the RMS delay spread is smaller than the CP duration, actual delay taps can still exceed the CP duration and start to cause inter-symbol interferences (ISI) between OFDM symbols. Absence of ISI can only be guaranteed when the CP duration is several times larger than the RMS delay spread. 
For larger SCSs, the RMS delay spreads can be larger than the CP durations with significant probabilities for all environments considered here. For instance, in the Urban Micro CDL-B (NLOS) channel model, the UE can expect to observe the RMS delays exceeding the CP durations with 30% and 50% probabilities for the 1920 kHz and 3849 kHz SCS, respectively, even with a very large 8x16 array at the gNB. As a result of these short CP durations, link performance can be frequently limited by ISI error floors in such environments.
To further investigate the impact of short CP durations on link performance, we calculate and compile the statistical distributions of the signal-to-ISI ratios (SIR) for the environments and beamforming array setups discussed in the above. To this end, denote the received tap powers and delays by  and the start of CP window by . In Figure 5, we illustrate the differently delayed received versions of OFDM symbols X-1, X and X+1. It can be seen that, when a signal arrives before the start of the CP window , part of symbol X+1 enters the FFT window of symbol X causing ISI. At the same time, part of the transmitted signal for symbol X is discarded resulting in loss of orthogonality. Similarly, when a signal arrives after the end of the CP window , part of symbol X-1 enters the FFT window of symbol X causing ISI and loss of orthogonality.
The ratio of energy received in the receive window of symbol X and originating from symbol X to the energy originating from symbol X-1 and X+1 but received in the receiver window of symbol X due to excessive time dispersion can then be approximated by [5]:

where  is the OFDM symbol duration. The ISI integration duration, , is given by

where  is the CP duration. The first term of  is non-zero if the tap is early and the second term is non-zero if the tap is late (taking CP duration into account). As noted above, the factor of two in the denominator is to account for the loss of orthogonality between subcarriers caused by an impulse response not being fully contained in the CP as the effect of such long impulse response on the actual OFDM symbol cannot be expressed as a cyclic convolution.
[image: ]
[bookmark: _Ref40090548]Figure 5: Analysis of inter-symbol interferences from symbol X-1 and X+1 to and loss of orthogonality in symbol X.
For the purpose of the discussion in this section, we make a further optimistic assumption that the CP window for each channel realization is always optimized to minimize ISI. The SIR thus computed effectively serves as a cap on the effective SINR achievable under the considered environment and beamforming array setup given the numerology used. In practical and realistic systems and operations, SINR are expected to be worse than the upper bound discussed below.
The SIR for 960 kHz SCS in indoor and urban micro CDL-B channel models are shown in Figure 6. For the indoor case, it can be observed that there is very little restriction on the achievable link SINR placed by ISI. For instance, ISI has no impact on achieving SINR up to 20 dB. A UE can expect a cap on achieving 30 dB SINR with probability of no more than 20%. For the outdoor, the negative impacts of the ISI are much visible in comparison. A UE can experience a cap on achieving SINR up to 20 dB with a 25% probability. A UE cannot expect a SINR of 30 dB 50% of the time. 
 [image: ][image: ]
[bookmark: _Ref39569969]Figure 6: Signal-to-ISI ratios for 960 kHz SCS in Indoor or UMi CDL-B (NLOS) channels.
The SIR for 1920 and 3840 kHz SCS in Indoor CDL-B channels are plotted in Figure 7. Unlike the case of 960 kHz SCS discussed above, ISI places clear limits on the link performance for these wider SCSs even for the indoor environment. For instance, instead of seeing no restriction on achieving 20 dB SINR with 960 kHz SCS, 20% of links are barred from it with 1920 kHz SCS. For 3840 kHz SCS, 50% of links are capped from achieving 20 dB SINR. In fact, by comparing the right-hand-side plots of Figure 6 and Figure 7, it can be observed that the cap on achievable SINR from using 3840 kHz SCS in an indoor environment is more severe than that from 960 kHz SCS in the more dispersive outdoor environment. 
[image: ]  [image: ]
[bookmark: _Ref39570614]Figure 7: Signal-to-ISI ratios for 1920 and 3840 kHz SCS in Indoor CDL-B (NLOS) channels.
In Figure 8, we provide the SIR for 1920 and 3840 kHz SCS in UMi CDL-B channels. The impacts of ISI become the dominant determinant of the link performance when such large SCSs are used in the outdoor environment. For instance, instead of essentially no restriction on achieving 10 dB SINR with 960 kHz SCS, around 15% and 30% of the links for 1920 and 3840 kHz SCSs, respectively, are capped below 10 dB SINR. 
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[bookmark: _Ref39571799]Figure 8: Signal-to-ISI ratios for 1920 and 3840 kHz SCS in UMi CDL-B (NLOS) channels.
From these numerical results, we observe that using a very large SCS can severely limit the availability of achievable data rates even for an indoor environment. The CP length of the 960 kHz SCS provides better protection against ISI, which in turn enables more availability of higher data rates in the system.

4.3	Coverage and applicable deployment scenarios
With a larger SCS, the OFDM symbol duration becomes shorter which limits the accumulation of signal energy due to the shorter durations. As a result, link budget and coverage can become severely compromised.
Figure 9: Slot duration for difference sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960
	1920
	3840

	Slot duration [μs]
	125
	62.5
	31.25
	15.63
	7.81
	3.91



Taking PDCCH carrying, say, 72 bits as an example. With a CORESET of three OS in duration, this PDCCH represents a 21 Mbps link with 960 kHz SCS. The same PDCCH becomes 42 and 84 Mbps links for 1920 and 3840 kHz SCS, respectively. At the low SINR coverage limit regime, transmission rate is directly proportional to the operating SINR. Hence, PDCCH coverage with the 1920 and 3840 kHz SCS are 3 and 6 dB worse than that with 960 kHz SCS. Similar coverage shortages for other fixed payload size signals (such as PSS/SSS/PBCH, PRACH, PUCCH, paging, msg2) with larger SCSs can be concluded as shown in the above analysis.
For variable payload size channels such as the PDSCH and the PUSCH, the importance of coherent accumulation duration can be appreciated by revisiting the formula for calculating the signal-to-ISI ratio:

It can be observed, given the same received power, the numerator is directly proportional to the OFDM symbol duration. Therefore, SIR can still be severely limited by short OFDM symbol duration associated with large SCSs even if the amount of the ISI remains the same. This pertains to the cases where extended CPs are used in conjunction with larger SCS to mitigate the amount of ISI. As tabulated in Figure 10, the durations of the extended CPs for the 1920 and 3840 kHz SCS can be made to be similar or even longer than that for the 960 kHz SCS. However, what matters at the end for the link and system performance is the SIR which depends not only on the amount of accumulated ISI energy but also the amount of accumulated signal energy. Furthermore, data rates are reduced by 15% because of the higher overhead introduced by using extended CP.
[bookmark: _Ref39582754][bookmark: _Ref39582747]Figure 10: Extended CP durations for difference sub-carrier spacings
	SCS [kHz]
	120
	240
	480
	960
	1920
	3840
	Overhead

	ECP duration [ns]
	2083.3
	1041.7
	520.8
	260.4
	130.2
	65.1
	20%



To quantify the above analysis numerically, we provide first the SIR for the 3840 kHz SCS with extended CP in Indoor or UMi CDL-B channels in Figure 11. Compared to the SIR for the 960 kHz SCS with normal CP shown in Figure 6, we can see that the caps on the link SINR for the 3840 kHz SCS with extended CP is everywhere worse than those the 960 kHz SCS with normal CP. For instance, for the indoor case, there is essentially no restriction on achieving 20 dB SINR with 960 kHz SCS with normal CP but at least 10% of the links with 3840 kHz SCS with extended CP will not be able to do so. Looking at the 30 dB SINR point, less than 20% of the links are restricted when using 960 kHz SCS with normal CP but more than 20% the links are limited below in this SINR when 3840 kHz SCS with extended CP is used. Similar observations for the outdoor cases can also be made. Since the 3840 kHz SCS eCP duration of 65 ns is still shorter than the 960 kHz SCS nCP duration of 73 ns, the amount of ISI experienced by a carrier with 3840 kHz SCS and eCP is still heightened relative to that by a carrier with 960 kHz SCS. At the same time, the received signal energy is reduced by 6 dB. Both point to inferior performance of use 3840 kHz SCS with eCP.
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[bookmark: _Ref39583474]Figure 11: Signal-to-ISI ratios for 3840 kHz SCS with extended CP in Indoor or UMi CDL-B channels.
The SIR for the 1920 kHz SCS with extended CP in Indoor or UMi CDL-B channels are shown in Figure 12. For the outdoor case, the use of extended CP reduces the SINR caps placed on the 1920 kHz SCS links substantially. However, the use of 1920 kHz SCS for outdoor environment presents a significant negative impact on the control and hence system coverage as discussed in the above. For the indoor case, the SINR caps placed by the 1920 kHz SCS with extended CP range from somewhat worse to similar to those placed by the 960 kHz SCS with normal CP. However, as clearly noted in Figure 2 and Figure 10, there is a difference in the amount of overheads introduced by normal vs extended CPs. Hence, even under the same operating SINR, the throughput of a link with extended CP is 15% lower than that with normal CP.
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[bookmark: _Ref39584553]Figure 12: Signal-to-ISI ratios for 1920 kHz SCS with extended CP in Indoor or UMi CDL-B channels.

4.4	RF impairments including phase noise handling
In the study for NR mm-wave frequencies, phase noise was identified as one important factor to consider in the selection of subcarrier spacing that maximizes the achievable signal quality [8]. The report identified that different transceiver designs may exhibit different phase noise characteristics. There are three options: (1) centralized LO generation with a single PLL for all transceivers; (2) distributed LO generation with one PLL per transceiver; and (3) semi-distributed LO generation where the phase noise as seen by respective transceiver will be partially uncorrelated between groups of transceivers and fully correlated within the group.
Since phase noise generally increases by 6 dB when carrier frequency doubles, impacts of phase noise on NR operations in the 52.6 – 71 GHz range can be expected to be more pronounced than those on NR operations in the FR2. The presence of phase noise can cause two types of impairments to an OFDM signal: (1) a common random phase rotation on each subcarrier; and (2) inter-carrier interference between subcarriers. Different SCS sizes affect the relative strengths of these two types of impairments. In general, a large SCS tends to reduce the level of inter-carrier interference experience by the OFDM signal. However, a large SCS also tends to suffer more performance losses from channel dispersion. It is hence important to evaluate both impacts on the link performance under realistic system parameters and scenarios.
To this end, we performed extensive link performance evaluations on the range of channel realizations using the 3GPP indoor and urban micro channel models in [4]. Further details of the evaluation can be found in Annex A and Annex B. We follow the Urban Micro (UMi) street canyon and Indoor Office scenarios as parameterized in Sec. 7.2 of [4]. We use the channel model CDL-D to evaluate channels under LOS conditions, and the channel model CDL-B to evaluate channels under NLOS conditions. We consider system bandwidth of 400 MHz and 2 GHz. The study considers QPSK, 16QAM and 64QAM, all with an LDPC code rate of 2/3. We plot the BLER results for the Indoor Office scenario in Figure 13. The BLER results for the UMi scenario with two different beamforming array setup assumptions are plotted in Figure 14 and Figure 15. The performance results for QPSK, 16QAM and 64QAM are plotted with blue, black, and red curves, respectively. The phase tracking reference signal (PTRS) is Rel-15 PTRS and common phase error compensation (CPE) is performed. 
For the LOS CDL-D cases, we observed that performance of a carrier with 3840 kHz SCS is hitting an error floor at around 10% BLER for both indoor and UMi scenarios with a 4x8 gNB array and 2x2 UE array per polarization. The error floor is reduced to around 2% BLER if much bigger arrays (8x16 gNB array and 4x4 UE array per polarization) are assumed. The link performance of 960 kHz SCS is generally similar to that of 1920 kHz SCS with the 960 kHz SCS outperforming slightly across all three evaluation scenarios and setups. The performance of 480 kHz SCS at 10% BLER is around 1 to 1.5 dB worse than that of the 960 kHz SCS.
For the indoor office CDL-B cases, we observed the link generally requires higher operating SNR than for the CDL-D cases. Best link performance is obtained with 960 kHz SCS. For 64QAM, only 960 kHz and 480 kHz SCSs provide useable data transfer link. For all other larger or small SCSs, BLER floor of about 10% can be observed. Note that a BLER error floor is emerging with CDL-B even for the 16QAM modulation when using 3840 kHz SCS.
For the UMi CDL-B cases, high BLER renders the 64QAM modulation unusable except perhaps for 480 kHz SCS with very large array assumptions on both gNB and UE sides. For the 16QAM and QPSK modulations, best link performance is obtained with 480 kHz SCS. Performance of 960 kHz SCS is 1 to 2 dB worse at 10% operation BLER. Using SCSs larger 960 kHz results in substantially worse link performance.
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[bookmark: _Ref40356536]Figure 13: BLER for Indoor office with 4x8 gNB and 2x2 UE arrays per polarization (performance results for QPSK, 16QAM and 64QAM are plotted with blue, black and red curves, respectively).
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[bookmark: _Ref40356645]Figure 14: BLER for Umi (with 4x8 gNB and 2x2 UE arrays per polarization (performance results for QPSK, 16QAM and 64QAM are plotted with blue, black and red curves, respectively).
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[bookmark: _Ref40356653]Figure 15: BLER for Umi with 8x16 gNB and 4x4 UE arrays per polarization (performance results for QPSK, 16QAM and 64QAM are plotted with blue, black and red curves, respectively). 

To further investigate the applicable numerology and sub-carrier spacing, it is essential to have a realistic up-to-date model of phase noise. A realistic phase noise model is also important in the decision on the supported modulation order and the corresponding requirements. The impact of phase noise on receiver requirements also needs to be considered due to the reciprocal mixing of phase noise, which is not further elaborated here and left for RAN4 coming discussions. Due to the larger expected subcarrier spacing for this SI compared to FR2, the different regions of phase noise characteristics will affect the overall performance in different proportions (compared to FR2). We believe in the need of a better phase noise modeling that is more representative of integrated RF circuit solutions and more suited for low cost unlicensed band operations.
In [11], we present a new phase noise model based on recently published data on both state-of-the-art PLL and crystal oscillators that lead to an improved model representing the current technology envelope. Using this model the phase noise requirements are in a sense PLL frequency independent, so that it will not matter if a sliding IF using a PLL with 2/3 of the carrier signal frequency is used, or a homodyne with the PLL at the carrier, or a homodyne using a PLL at 2 times the carrier frequency. With this phase noise model, the PLL requirements will be equivalent from a system performance point of view. It should of course be understood that it will be more challenging to realize a higher frequency PLL, and for the same performance it will consume more power, or equivalently, for the same power consumption, worse performance is to be expected. Another benefit of this model is that different parts of the 7 to 100GHz band can be addressed by a single PLL or a set of PLLs with different frequency divider arrangements, and the PLL phase noise requirements will with this model be the same for all the different operating modes, drastically simplifying implementation.  
Furthermore, an implementation design margin is introduced to account for inevitable variations in semi-conductor process manufacturing, voltage, temperature, and frequency of operation. The implementation design margin ensures that the model represents realistic performance for numerology evaluation studies. In the following figure, we illustrate the new proposed phase noise model with no design margin or with a 10 dB design margin. 
[image: ]
Figure 16: Enhanced phase noise model with no design margin or 10 dB design margin.

4.5	Processing time issues
With short OFDM symbol durations associated with large SCSs, the amount of time for UE and gNB to perform several critical operations can become quite challenging. Consider first the UE PDSCH processing time, , specified in Section 5.3 of [6]. For 120 kHz SCS for FR2 operations, only UE PDSCH processing capability 1 is applicable. The allowed processing times in terms of OFDM symbols are specified by the following table:
Table 5.3-1: PDSCH processing time for PDSCH processing capability 1
	

	PDSCH decoding time N1 [symbols]

	
	dmrs-AdditionalPosition = pos0 in 
DMRS-DownlinkConfig in both of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB
	dmrs-AdditionalPosition ≠ pos0 in 
DMRS-DownlinkConfig in either of 
dmrs-DownlinkForPDSCH-MappingTypeA, dmrs-DownlinkForPDSCH-MappingTypeB 
or if the higher layer parameter is not configured 

	0
	8
	N1,0

	1
	10
	13

	2
	17
	20

	3
	20
	24



It can be observed that the amount of processing time provisioned for decoding a PDSCH grows exponentially with the numerology. Using the front loaded DMRS case as an example, if the trend exhibited in the above table is extrapolated, one may find the PDSCH decoding time grows to 50 OSs (~3 slots) for 960 kHz SCS and over 90 OSs (>6 slots) for the 3840 kHz SCS.
Consider next the UE PUSCH processing time, , specified in Section 6.4 of [6] and the following table. The trend of exponentially growing processing times for PUSCH is stronger still than those for PDSCH. Again, if one extrapolates from these numbers, we are looking at PUSCH scheduling latencies of >10 slots for 960 kHz SCS and >25 slots for 3840 kHz SCS. 
Table 6.4-1: PUSCH preparation time for PUSCH timing capability 1
	

	PUSCH preparation time N2 [symbols]

	0
	10

	1
	12

	2
	23

	3
	36



These processing latencies, in terms of number of symbols/slots, far exceed those in Rel-15, whose low latencies guide the hardware and software implementations of the gNBs and UEs. To deal with such large increase in processing latencies, many parts of the software and hardware implementations need to be revisited or even replaced. For instance, the amounts of RLC and HARQ layer buffering may need to scale with these increased latencies. The designs of UL/DL configurations and scheduling under such greatly increased latencies present significant obstacle to timely and economical adaptation from existing NR implementations to this frequency range. 
Furthermore, comparing the system design and implementation differences between LTE-LAA and NR-U, it becomes rather clear that the low NR latencies in HARQ feedback and PUSCH scheduling present significant advantages in the unlicensed band operations. Excessively large HARQ and PUSCH latencies will complicate the designs for operating in the 60 GHz unlicensed bands.
Consider further the UE PDCCH processing capabilities specified in Section 10.1 of [7] in terms of number of blind decodes in Table 10.1-2 and number of CCEs in Table 10.1-3. For both sets of PDCCH processing capabilities, the quantities shrink exponentially with the numerologies. Extrapolating from these numbers, there are then doubts on whether the UE operating with a SCS larger than 960 kHz SCS can support even one AL-16 PDCCH or the default number of candidates for monitoring the Type0A-PDCCH CSS specified in Table 10.1-1.
Table 10.1-2: Maximum number [image: ] of monitored PDCCH candidates per slot for a DL BWP with SCS configuration [image: ] for a single serving cell
	[image: ]
	Maximum number of monitored PDCCH candidates per slot and per serving cell [image: ]

	0
	44

	1
	36

	2
	22

	3
	20



Table 10.1-3: Maximum number [image: ] of non-overlapped CCEs per slot for a DL BWP with SCS configuration [image: ] for a single serving cell
	[image: ]
	Maximum number of non-overlapped CCEs per slot and per serving cell [image: ]

	0
	56

	1
	56

	2
	48

	3
	32



Table 10.1-1: CCE aggregation levels and maximum number of PDCCH candidates per CCE aggregation level for CSS sets configured by searchSpaceSIB1
	CCE Aggregation Level
	Number of Candidates

	4
	4

	8
	2

	16
	1



In summary, the expected increases in processing latencies and decreases in processing capabilities associated with large SCS are important factors that should be an integral part of selecting the suitable SCS for NR operations in the 52.6 – 71 GHz frequency range. The processing latency and capability issues raised in this section should be extensively discussed already during the SI phase and cannot deferred until the WI phase.

Conclusion
[bookmark: _GoBack]The analysis in this paper has clearly demonstrated that selection of numerology (SCS, NCP/ECP) for operation in the 52.6 – 71 GHz frequency range results in various trade-offs that need to be carefully considered. On the one hand, considering only addressable system bandwidth and phase noise impairments, one might opt for a rather large SCS, although we have shown that good performance in the face of phase noise can be obtained even without excessively large SCS (1920, 3840 kHz). Furthermore, up to 3.2 GHz system bandwidth can be achieved without such large SCS. On the other hand, when considering the important system characteristics of coverage in a diversity of deployment scenarios, resistance to ISI issues caused by channel dispersion and achievable data rates considering CP overhead, one would opt for more moderate SCS (480, 960 kHz).
We have also demonstrated that it is vital to consider processing time issues even during the SI when considering selection of numerology. This discussion should not wait until the WI. Extrapolating from currently defined processing capabilities in Rel-15 (e.g., N1, N2, BD/CCE budgets) to larger subcarrier spacings, it becomes immediately clear that large SCS present challenges in terms of increased latencies that affect both hardware and software implementations, e.g., in terms of  HARQ/RLC buffering, decreased PDCCH processing capability, etc.
Furthermore, we believe strongly in the importance of adopting realistic gNB and UE array setup assumptions for prospective use scenarios in the quantitative evaluation of different design options for NR operation in the 52.6 – 71 GHz frequency range. As a baseline, we recommend gNB array size up to 4x8 and UE array size up to 2x2 per polarization. Further recommendations are listed Annex A and Annex B.
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Annex A	Details of beamforming evaluation
Channel model calibration
The influence of the beamforming properties in the resulting channel were evaluated for a number of scenarios. For each of the evaluated scenarios, the calibration of the channel model parameters is based on recommendations found in [4] and references therein (and not on other 3GPP/non-3GPP material).
Two channel scenarios were considered, namely, Urban Micro (UMi)-Street Canyon and Indoor Office - find respective parameterizations in Sec. 7.2 of [4]. The carrier frequency  is set to GHz, and some of the most important resulting parameters for the current case study are:
· For the UMi-Street Canyon scenario, an inter-site distance of m where each cell layouts consists of an hexagonal grid, a BS antenna height of m, a UE height of m, and a minimum BS-to-UE distance of m. We also set mean AOD, mean ZOD, mean AOA, mean ZOA;
· An inter-site distance of m where each cell is a room with dimensions 120mx50x3m, a BS antenna height of m, a UE height of m, and a minimum BS-to-UE distance of m for the Indoor Office scenario. We also set mean AOD, mean ZOD, mean AOA, mean ZOA;
where  denotes the uniform distribution with support from X to Y;
In all cases, the UE’s velocity is set to 3km/h, and the UE’s rotation and position is randomized across the cell.
Then, each of the two scenarios above is evaluated under line-of-sight (LOS) and non-line-of-sight (NLOS) conditions. Downlink operation is assumed. For the UMi – Street Canyon scenario, the comprehensive list of calibration parameters is found in Table 7.5-6 Part-1. For the analysis in this contribution, values of DS, AoA spread, AoD spread and ZoA spread are assumed deterministic and their values equal to the mean values as defined in Table 7.5-6 Part-1. More specifically, the values of the aforementioned parameters for the current case study are:
· DS=27ns, AOD spread=13.2°, AOA spread=38.6° and ZOA spread =3.6°,  for the LOS case;
· DS=55ns, AOD spread =13.2°, AOA spread =46.5° and ZOA spread =7°   for the NLOS case.
The ZOD, although not defined in [4], was (empirically) set to 3°.
For the Indoor-Office scenario, the comprehensive list of calibrated of parameters is found in Table 7.5-6 Part-2. For the analysis in this contribution, values of DS, AoA spread, AoD spread and ZoA spread are assumed deterministic and their values equal to the mean values as defined in Table 7.5-6 Part-2. More specifically, the values of the aforementioned parameters for the current case study are:
· DS=19.5ns, AOD spread =39.8°, AOA spread =27.7° and ZOA spread =9.4°   for the LOS case;
· DS=21ns, AOD spread =41.7°, AOA spread =46.4° and ZOA spread =13.2°   for the NLOS case.
The ZOD, although not defined in [4], was (empirically) set to 10°.
We use the channel model CDL-D to evaluate channels under LOS conditions, and the channel model CDL-B to evaluate channels under NLOS conditions. Thus, the entire analysis is conducted for four different channel model calibrations: two distinct scenarios (UMi – Street Canyon and Indoor-Office), and two channel conditions (one LOS and one NLOS) per scenario.
R.M.S. Delay Spread and SIR computations
Each sample of the R.M.S. delay spread CDFs (and SIR CDFs) shown in Section 4.2, can be interpreted as the resulting channel R.M.S. delay spread (or SIR) experienced by a moving user, after dropping such user with random orientation at a random position in the cell. This effect is emulated by, for each such user drop, sampling the mean angles (e.g., mean AOA) from their respective distributions (listed in the beginning of Annex A) and randomizing the UE orientation. With such setting of mean angles, orientation, and remaining parameters of the channel model, a channel initialization is obtained. Beamforming takes place based on this initial channel realization as described below. Then, from this channel initialization, we obtain 50 other channel realizations, which correspond to the channels of 50 consecutive slots experienced by a moving user after being dropped. We denote these 50 channels as a (coherent) channel block.  To generate such channel block, the large-scale parameters (such as mean angles) are kept fixed, but we allow fast fading to occur (due the non-zero speed of the UE).  This channel block, of which a given beam pair operates, are used to compute a power delay profile {, }, which are used in Section 4.2 to calculate a sample of power weighted mean delay, root mean square delay spread, and signal-to-ISI ratio. The CDFs of Section 4.2 can thus be seen as the range of r,m.s. delay spread (and SIR) values that a moving user, with arbitrary rotation, experiences across the different positions of the cell.
Antenna array and beamforming configurations
In the current evaluations, each end of the link is equipped with a single panel. Each panel contains dual-polarized antennas, and each polarization is associated with a respective transceiver chain. The UE’s panel is always a square panel, and the gNB’s panel is a rectangular panel of variable dimensions. Two-dimensional fixed grid-of-beams DFT codebooks are used for beamforming at both ends of the link, and the same DFT beam is applied to both polarizations at a certain end of the link.
Beam pair establishment (i.e. locking) is done via a full beam sweep performed jointly at both ends of the link (i.e. by testing over all possible beam pair combinations). Beam pair selection is done via maximization of the received signal strength across the two received polarizations (i.e. summing up the energy received in the horizontal polarization with the energy received in vertical polarization, over the 2GHz BW). In the process of beam pair establishment, the channel is assumed perfectly known, i.e. beam establishment is not based on channel estimates from reference signals.
Beam pair establishment is done once per user drop, based on the fading channel at the beginning of a block of 50 slots. The established beam pair is then used across all 50 slots. After such 50 slots have passed, the beam pair establishment procedure mentioned above is repeated with an independent channel realization – obtained from another user drop - and the established beam pair is used across the next 50 slots. 

Annex B	Phase noise evaluation assumptions
	Carrier frequency
	60 GHz

	Bandwidth
	400 MHz
	2 GHz

	Subcarrier Spacing [kHz]
	240
	480 
	960
	960
	1920 
	3840

	Cyclic prefix
	Normal cyclic prefix

	Indoor office scenario
	Array configuration
· BS: (M,N,P,Mg,Ng)=(4,8,2,1,1), (dv,dH)=(0.5,0.5)λ.
· UE: (M,N,P,Mg,Ng)=(2,2,2,1,1), (dv,dH)=(0.5,0.5)λ.
Channel model
  (1) CDL-D, DS = 19.5 ns
  (2) CDL-B, DS = 21 ns
Further channel parameters and distributions listed in Annex A.

	UMi scenario
	Array configuration I
· BS: (M,N,P,Mg,Ng)=(4,8,2,1,1), (dv,dH)=(0.5,0.5)λ.
· UE: (M,N,P,Mg,Ng)=(2,2,2,1,1), (dv,dH)=(0.5,0.5)λ.
Array configuration II
· BS: (M,N,P,Mg,Ng)=(8,16,2,1,1), (dv,dH)=(0.5,0.5)λ.
· UE: (M,N,P,Mg,Ng)=(4,4,2,1,1), (dv,dH)=(0.5,0.5)λ.
Channel model
  (1) CDL-D, DS = 27 ns
  (2) CDL-B, DS = 55 ns
Further channel parameters and distributions listed in Annex A.

	BS array orientation
	90 degrees in azimuth, and 90 degrees in zenith

	UE array orientation
	U[0,360] degrees in azimuth, and 90 degrees in zenith

	BS antenna element radiation pattern
	See Table 7.1-1 in TR 36.873

	UE antenna element radiation pattern
	See Table 7.1-1 in TR 36.873

	UE speed
	3 km/hr

	Beam selection
	Select the DFT beam pair maximizing received signal power

	RF impairment
	Phase Noise: Example 2 as specified in TR38.803

	PTRS
	Rel-15 PTRS (density: every two PRB)

	PN compensation
	CPE

	Rank
	1

	Channel estimation
	Realistic

	Modulation
	QPSK
	16QAM
	64QAM

	Code rate
	2/3

	Metric
	BLER vs SNR
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