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1 INTRODUCTION1

This document presents some preliminary system-level simulation results for a MIMO system2

based on per-antenna rate control (PARC)[1]. The purpose of using the PARC architecture is to3

provide a reference for discussing the methodology rather than to establish firm quantitative data4

points for system comparison. With this goal in mind, many assumptions have been made to5

simplify the discussion. The methodology is based on previous contributions on system6

simulations [2] and [3].7

2 OVERVIEW OF PARC TRANSMISSION AND DETECTION8

A block diagram of PARC transmission is shown in Figure 1. The high-speed data stream is first9

demultiplexed among T transmit antennas. The number of bits assigned to each antenna may be10

different depending on the rate assignment. Following demultiplexing, the individual substreams11

for each antenna are coded, interleaved, and mapped to symbols. These symbols are further12

demultiplexed among C orthogonal spreading codes with spreading factor F. Note that in PARC13

transmission, code reuse occurs since a given code modulates data for all of the antennas.14
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Figure 1. Block diagram of PARC transmitter17

We consider minimum mean-squared error (MMSE) detection [4] with and without interference18

cancellation. Figure 2 shows the MMSE detector without interference cancellation. The received19

signal is a complex R-dimensional vector where R is the number of receive antennas. The vector20

is multiplied by a T-by-R matrix representing the linear transformation which minimizes the21

mean-squared error between the transmitted chip-level data symbols and the output of the22

transformation. Because the spreading codes are orthogonal and we assume a flat fading23

channel, the transformation is applied on each chip period, and its matrix is not dependent on24

the spreading codes. For each chip period, the output of the linear transformation is a T-25

dimensional vector. F consecutive output vectors corresponding to a given symbol period are26
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collected, and the tth collection (t = 1 … T) of F samples are correlated with the C spreading1

codes. For the tth antenna, the N despread signals are multiplexed, symbols are detected,2

demapped, deinterleaved, and decoded. Recall that the coding rates and modulation3

constellations could be different for each of the t antennas.4

As shown in Figure 3, instead of performing MMSE detection on all T antennas at once, one can5

perform the MMSE linear transformation on one antenna at a time, reconstruct the C data6

signals for this antenna and subtract their contributions from the received signal. The7

reconstructed signals are based on the decoded symbols so that the interference cancellation8

benefits from the coding gain.9

10

MuxMMSE
linear
transfor-
mation

Despread 1, Ant. 1

Despread C, Ant 1

Detect,
demap,
deinter-
leave,
decode

Despread 1, Ant T

Despread C, Ant T

Mux Detect,
demap,
deinter-
leave,
decode

Mux...

...

...

11

Figure 2. Block diagram of MMSE receiver12
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Figure 3. Block diagram of MMSE receiver with post-decoding interference cancellation15

16

3 SIMULATION METHODOLOGY17

The simulation methodology based on the one found in [5] is given here. We discuss each step in18

detail below.19

20
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For d = 1 to D drops1

Drop K data users per sector within the geographic area of the system.2

For f = 1 to F frames3

1. Update the traffic data arrivals at the base station for each user according to the traffic4

model.5

2. Compute the channel impulse response for the serving cells as well as all interfering cells.6

The channel realizations are updated once per transmission interval and are evolved in7

time from the previous transmission interval.8

3. Determine the channel metric at each user as a function of the channel impulse9

response.10

4. Information based on the channel metric is fed back to the base station on the uplink,11

and appropriate delays and errors to the feedback are applied.12

5. The base station selects the user to be served and its data rate based on a scheduling13

algorithm, the power available for the data users, and the state of the user traffic queues.14

6. For the served user and its service data rate, a frame error rate is determined as a15

function of its channel metric. The transmitted frame is in error if a random variable16

uniformly distributed between 0 and 1 is less than the frame error rate.17

End18

End19

Drop K data users per sector within the geographic area of the system.20

We consider a single 120-degree sector with K active users. In the simulations, K takes on21

values 1, 2, 4, 8, and 16. This sector is in the middle cell, surrounded by two rings of cells as22

shown in Figure 1. There are a total of 19 cells and 57 = 19 x 3 sectors. Each user receives23

signals from all 57 sectors, and all bases are assumed to transmit with full power in each24

sector. The desired base is the one whose received signal is the strongest after accounting for25

pathloss, shadow fading, and antenna gain patterns. If we ,k jP  be the received power at the26

kth user (k = 1 … K) from the jth base (j = 1 … 57), then27

,
, max , ,

min

k j
k j k j k j

d
P P S A

d

g

g

  =    
28

where maxP  is the transmitted power, ,k jd  is the distance from the jth base to the kth user, g29

is the path loss constant, mind  is the reference minimum distance, ,k jS  is the shadow fading,30

and ,k jA  is the antenna gain from the jth base to the kth user as a function of its angular31

direction given by Figure 2.5.1-1 of the SCM text [6]. The geometry of the kth user is the ratio32

of the strongest received signal to the interference, defined as33
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Realizations of the random variable kG can be collected, and a cumulative distribution2

function (CDF) is drawn in Figure 4. (An additional assumption is 0.5 correlation for3

shadowing among bases.) For each of the K users on a given drop, a realization of its4

geometry is chosen from the CDF, and this value is constant over the duration of the drop.5
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Figure 4. CDF of geometry7

8

1. Update the traffic data arrivals at the base station for each user according to the traffic model.9

We do not model data traffic at this time and assume that the data buffers for each active10

user always full.11

2. Compute the channel impulse response for the serving cells as well as all interfering cells. The12

channel realizations are updated once per transmission interval and are evolved in time from13

the previous transmission interval.14

Let T be the number of base station transmit antennas and let R be the number of mobile15

receive antennas, and let N be the number of multipath components of the received signal.16

The channel impulse response for the kth user for the nth multipath component (n = 1 … N)17

of frame f is defined as18

, ( )k
k n

G
f

T
H  (1)19

where , ( )k n fH is the R -by- T  channel realization matrix for the nth multipath delay which20

captures the effects of fast fading. For a flat Rayleigh fading channel with no spatial21

correlation, the components of , ( )k n fH  are independent and identically distributed complex22
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Gaussian random variables with zero mean and unit variance. The values evolve in time1

according to Jake’s model [7]. The factor T in (1) is a normalization factor for ensuring that2

the total transmitted power is independent of the number of transmit antennas. For spatially3

correlated channels, the realizations of , ( )k n fH  can be obtained using a wave model described4

in [6].5

3. Determine the channel metric at each user as a function of the channel impulse response.6

The channel metric we propose is the chip-level signal-to-interference-plus-noise ratio (SINR).7

The required SINR to achieve a given target frame error rate for a given data rate can be8

computed from the required 0/bE N  for the AWGN channel as follows:9

0

_ _ _
_

b
req

req

E C
SINR code rate bits per sym

N power frac F

  = × × ×   × 10

where code_rate is the coding rate (e.g., ¼, ½, ¾), bits_per_sym is the number of bits per11

coded symbol (2 for QPSK, 4 for 16QAM), C is the number of codes used for the shared data12

channel, power_frac is the fraction of power used for data transmission, and F is the13

spreading factor.14

The required SINR used in the simulations and shown in the table below were obtained15

directly from [8]. Note that in the simulations, an additional margin has been added to16

account for non-idealities in the receiver. The margins are 1.3dB for rates 1228.8kbps and17

below,  1.9dB for 1843.2kbps, and 3.2dB for 2457.6kbps.18

19

Data rate
(kbps)

Frames
per
packet

reqSINR (dB),

1%FER
reqSINR (dB),

0.5% FER
reqSINR (dB),

0.25% FER

38.4 16 -12.7 -12.6 -12.4

76.8 8 -9.9 -9.8 -9.6

153.6 4 -6.9 -6.8 -6.6

307.2 2 -3.9 -3.8 -3.6

614.4 2 -0.8 -0.7 -0.5

921.6 2 1.9 2.0 2.2

1228.8 1 4.2 4.3 4.5

1843.2 1 8.9 9.1 9.4

2457.6 1 12.2 12.4 12.7

Table 1. Required SINRs20

In the case of single antenna transmission in a flat fading channel, there is no spatial21

interference term, and the SINR metric reduces to the signal-to-noise ratio (SNR). The SNR22

can be computed as follows. Assuming a flat fading channel, let the received signal a mobile23

with R receive antennas be denoted by the R-dimensional complex vector r:24
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G b= +r h n1

where G is the geometry, h is the R-dimensional complex channel realization (we have2

dropped the user and time indices for convenience), b is the coded symbol, and n is the3

additive Gaussian noise vector. The data is assumed to have unit variance ( ( )2 1E b = ), and4

the noise is assumed to be white and have unit variance as well ( ( )H
TE =nn I , where H5

denotes the Hermitian transpose, and TI is the T -by- T identity matrix). A sufficient statistic6

for the data is obtained by match filtering the received signal:7

H H HG b= +h r h h h n ,8

and the resulting SNR is9

( )2H
H

H

G
SNR G= =h h

h h
h h

.10

For PARC transmission, the received signal is11

G
T

= +r Hb n12

where H is the R -by- T  channel realization matrix, and b is the T-dimensional coded symbol13

vector. The elements of b are assumed to have unit variance. The MMSE receiver is given by14

the R -by- T matrix15

1
H

T

T
G

−  = +  
W H H H I , (2)16

hence a sufficient statistic vector for the data vector is HW r . Let us write the matrices W and17

H in terms of their column vectors: [ ]1... T=W w w  and [ ]1... T=H h h . We also express b in18

terms of its components: [ ]1...
T

Tb b=b  (where T denotes a vector transpose). For the tth19

transmit antenna, a sufficient statistic for tb is20

1

T
H H H H
t t t t t j j t

j
j t

G G
b b

T T =
≠

= + +∑w r w h w h w n .21

If we consider the power received from the other antennas ( 1... ,j T j t= ≠ ) as interference, it22

follows that the SINR for the tth antenna is23

2

2

1

H
t t

t T
H H
t j t t

j
j t

G
TSINR

G
T =

≠

=
+∑

w h

w h w w
. (3)24

If we use a MMSE receiver with interference cancellation, we assume that the antennas are25

detected and cancelled in order starting with the first antenna. The SINR of the first antenna26

is given by (3) with t = 1. For the second antenna, we assume that the contribution due to the27

first antenna is completely removed after cancellation. Hence the equivalent received channel28

for the second antenna is29
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( )1 1'
G

b
T

= − +r Hb h n .1

It is then straightforward to compute the MMSE receiver matrix and SINR for the second2

antenna. In general, one can use the following algorithm for computing the SINRs of each3

antenna under a MMSE receiver with interference cancellation:4

for i = 1 to T5

1[ ]i i i T+=H h h h…6

1

1
H

i i i i T i

T
G

−

− +
  = +  

W H H H I7

first column of i i=w W8

2

2

H
i i

i T
H H
i j i i

j i

G
TSINR

G
T =

=
+∑

w h

w h w w
9

end10

11

. 4. Information based on the channel metric is fed back to the base station on the uplink, and12

appropriate delays and errors to the feedback are applied13

In general, the information fed back to the base station is an abstract quantity represented14

by some number of bits. This information is collected by the base from all active mobiles, and15

the user to be served and its data rate is determined by the scheduling algorithm. (In general,16

the base could transmit to more than one user with code multiplexing.) The interpretation of17

this feedback information is therefore dependent on how it is used by the scheduling18

algorithm. The algorithm for our simulations is a proportional fair scheduler [9] which uses19

requested rates as its inputs. Therefore the information fed back to the base can be20

interpreted as an index into the set of possible data rates.21

For conventional single antenna transmission, the requested rate is the maximum of those22

rates whose corresponding required SNRs are less than the measured SNR. Assuming a23

frame error rate of 1%, the required SNRs are given by the third column of Table 1. For24

example, if the received SNR is –0.6dB, then the requested rate would be 614.4kbps. For25

PARC transmission with T = 2 antennas, the rate for each antenna is chosen independently26

using the same technique, but the target SINRs correspond to the 0.5% FER since we want27

the total FER to be less than 1%. For example, suppose the SINRs  are –10dB for the first28

antenna and –0.6dB for the second antenna. According to the fourth column of Table 1, the29

requested rates would be 38.4kbps for the first antenna and 307.2 kbps for the second. If the30

SINR from any antenna is less than the minimum –12.6dB, then that antenna does not31

transmit. For PARC transmission with T = 4 antennas, the rightmost column of Table 1 is32

used for the required SINRs.33

In our simulations, we assume that there are no delays or errors in the feedback.34

35
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5. The base station selects the user to be served and its data rate based on a scheduling1

algorithm, the power available for the data users, and the state of the user traffic queues.2

We choose to use a proportional fair scheduling algorithm in order to ensure fairness for all3

users in the system. Let ( )kR f be the requested rate of the kth user on the fth frame. For4

single antenna transmission, this rate is one of the 10 rates in Table 1. For PARC5

transmission, this rate is the sum of the rates transmitted by each of the antennas. The rates6

of each antenna are from Table 1 but there is also the possibility that at least one of the7

antennas has zero rate because it is not transmitting. Let ( )kR f be the average rate received8

by the kth user on the fth frame. This average is computed using a sliding window average9

based on a forgetting factor b :10

( ) (1 ) ( 1) ( 1), 2...k k kR f R f R f f Fb b= − − + − = .11

 The served user is the one whose ratio of requested rate to average rate is the highest:12

* ( )( ) argmax
( )

k

k
k

R fk f
R f

=13

We assume that 100% of the total power is available for data transmission and that the data14

buffers for all active users are always full.15

Note that with PARC transmission, we are not restricting the combinations of allowed rates.16

Therefore it is possible to have the transmission from the different antennas to have a17

different number of slots per packet. In this case, the duration of the transmission is equal to18

the antenna’s rate with the largest number of slots per packet. The other antennas transmit19

at their requested rate for the duration of these slots, under the assumption that the channel20

changes slowly. For example, if the user to be served has requested 38.4kbps on antenna 121

and 614.4kbps on antenna 2, then the entire transmission lasts 16 slots, and the antenna 222

transmits at 614.4kbps for all 16 slots.23

6. For the served user and its service data rate, a frame error rate is determined as a function of24

its channel metric. The transmitted frame is in error if a random variable uniformly distributed25

between 0 and 1 is less than the frame error rate.26

We assumed that all transmissions are received without errors.27

4 NUMERICAL RESULTS28

We run system simulations for k = 1, 2, 4, 8, 16 users per sector and for t = 2, 4 antennas. For T29

= 2, we consider R = 2 receive antennas per mobile. For For T = 2, we consider R = 4 receive30

antennas per mobile. We use the notation (T,R) to denote a system with T transmit antennas and31

R antennas per mobile. We consider spatially uncorrelated and correlated channels. General32

simulation parameters are given in Table 2, and the parameters for the spatially correlated33

channels are given in Table 3.34
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1

2

D (number of drops) 1000 (500 for K = 16)

F (frames per drop) 3000

Power delay profile Flat

MS speed 0.75 m/s

Channel estimation Ideal

MS Feedback Ideal, no delay

Receivers MMSE, MMSE with IC

Frame duration 1.33 µs

Scheduler Proportional fair

β (Scheduler forgetting factor) 0.001

Table 2. Simulation parameters3

4

BS antenna separation 4 wavelengths

MS antenna separation 0.5 wavelengths

BS PAS, angle spread Laplacian, 35 degrees

MS PAS, angle spread Laplacian, 5 degrees

Table 3. Parameters for spatially correlated channels5

6

We choose the average sector throughput as the main performance metric. This throughput is7

defined as the total number of bits transmitted by the base over D drops with F frames per drop8

divided by the total duration of the DF frames. Figure 5 shows the sector throughput as a9

function of the number of users per sector k for the following systems:10

(1,1) baseline case11

(1,2) 2-antenna receive diversity.12

(2,2) no CR; single antenna transmission only (no code reuse) where the rate requests are13

based on the higher SINR of the two transmit antennas.14

(2,2) CR MMSE; PARC transmission allowed, with MMSE receiver.15

(2,2) CR MMSE-IC; PARC transmission allowed, with MMSE interference cancellation16

receiver.17

In general, as the number of users increases, the throughput increases because of the multiuser18

diversity gains. These gains saturate as the number of users increases. Figure 6 shows the sector19

throughput for the spatially correlated channel. Figures 7 and 8 show the sector throughputs for20
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uncorrelated and correlated channels for the case with T = 4 transmitters and up to R= 4 receive1

antennas.2

Figures 9 through 12 show the cumulative distribution functions (CDFs) of the served rates for K3

= 1 user per sector. For example in Figure 9 for the (1,1) system, a user on average achieves a4

data rate 614.4 kbps or higher about 45% of the time. For the (2,2) CR MMSE-IC system, a user5

achieves this rate or higher about 83% of the time. Figures 13 through 17 show the CDFs for K =6

16 users.7

8
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Figure 5. Sector throughput, T = 2,10

uncorrelated channels11

Figure 6. Sector throughput, T = 2,12

correlated channels13
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Figure 7. Sector throughput, T = 4,16

uncorrelated channels17

Figure 8. Sector throughput, T = 4,18

correlated channels19
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Figure 9. CDF of rates, K = 1 user, T = 2,2

uncorrelated channels3

Figure 10. CDF of rates, K = 1 users, T = 2,4

correlated channels5
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Figure 11. CDF of rates, K = 1 user, T = 4,8

uncorrelated channels9

Figure 12. CDF of rates, K = 1 user, T = 4,10

correlated channels11
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Figure 13. CDF of rates, K = 16 users, T = 2,2

uncorrelated channels3

Figure 14. CDF of rates, K = 16 users, T = 2,4

correlated channels5
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Figure 15. CDF of rates, K = 16 users, T = 4,8

uncorrelated channels9

Figure 16. CDF of rates, K = 16 users, T = 4,10

correlated channels11

12

5 CONCLUSIONS13

We present a framework for performing system-level simulations for MIMO systems using target14

SINRs and a simple SINR metric for each antenna under MIMO/PARC transmission. Users are15

assigned an average geometry value drawn from a predetermined CDF of the geometries. Channel16

realizations are generated using a wave-based model, and metrics are computed for each user17

during each transmission interval. The maximum supportable data rate for each user is18

determined and fed back to the base, and a proportional fair scheduling algorithm determines the19

user to be served. Statistics of the data rates are collected over a large number of frames, and20

some preliminary results on sector throughputs and data rate CDFs are presented.21
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