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1. Introduction
There is an on-going RAN3-leading work item focusing on AI/ML for higher layer use cases. The scope of this work item is limited, includes only the widely-accepted aspects discussed in a related Rel-17 study item. Considering that there are also some aspects which have been supported by many companies but are not within the scope of the work item, as well as recent progress in AI/ML-related work item or study item leaded by other work groups, we think it is time to discuss whether to initiate a Rel-19 work item to study and specify some selected aspects not covered in the Rel-18 work item.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Additional use cases
During the Rel-17 study item, many use cases were raised by various companies, but only three use cases with widest support were captured within the TR and then included in the scope of the Rel-18 work item. There was ever almost consensus before Rel-18 kicked off that we might initiate a study item in the late part of Rel-18 for use cases other than the three, but it has become unlikely since then, partly due to slow progress of the Rel-18 work item.
Although the situation may have changed since that consensus, there is still plenty of support on studying or specifying in Rel-19 some use cases other than the Rel-18 three, mainly:
· QoE: To improve the QoE by using AI/ML;
· Slice management: To allocate intelligently what percentage of resources are reserved for a given slice, and what percentage of resources are shared among slices.
Note that there may also be some other use cases with plenty of support, but we think they seem fit for WIs/SIs led by other WGs rather than a RAN3 WI/SI, and thus are not mentioned here.
We are glad to include the two uses cases of QoE and slice management into the RAN3-led study item or work item. Nevertheless, we are not sure whether any of the two cases can already be supported by “existing” specification when we finish the Rel-18 work.
Proposal 1: The objective of the Rel-19 WI/SI should include two use cases: QoE and slice management, if there is no consensus that they are already supported when the work of Rel-18 finishes.
2.2. Interworking with core network functions
AI/ML in the core network has been studied and specified by SA2 since Rel-16. Although there are some similarities between SA2 AI/ML and RAN3 AI/ML, interworking was not a mainstream aspect during the Rel-17 SI and the discussion of what was the objective of the Rel-18 WI, mainly due to its complexity.
There are many aspects to support such interworking due to various reasons, including:
· Support RAN-based AI/ML to retrieve data from CN for training, model performance monitoring or inference, and/or provide output toward CN.
· Support CN-based AI/ML to retrieve data from RAN for training, model performance monitoring or inference, and/or provide output toward RAN.
· Support collaboration of RAN and CN for training model itself, e.g. CN to train and RAN to inference.
The benefit can also be foreseen: low layer information is naturally available in RAN whereas long-term information is naturally available in CN. The performance of model can be improved if both type of information is used as training input or even performance input.
Proposal 2: The objective of the Rel-19 WI/SI should include interworking between RAN and CN.
2.3. Model in gNB-DU
During the Rel-17 SI and the Rel-18 WI, RAN3 limits that the inference function should always locates in the gNB-CU(-CP) for simplification. However, deploying the inference function within the gNB-DU may be more beneficial than deploying it within the gNB-CU for some use cases, due to the former’s access to low-layer information.
One example is that the gNB-DU can utilise the real-time radio fingerprint information to identify the UE’s precise location, hence acquire the UE’s precise trajectory, and use it to optimise lower-layer configurations, e.g. BFR recovery configuration, carrier aggregation, etc. Energy saving actions with granularity finer than switching on/off an entire cell may also benefit from introducing AI/ML into gNB-DUs.
Proposal 3: The objective of the Rel-19 WI/SI should include model inference in gNB-DUs. We are neutral on whether to support model training in gNB-DUs.
2.4. Delivering model over interfaces
As long as where a model is trained is different from where a model is used (i.e. inference), delivering model is inevitable. Besides the case of exchanging models over Uu ever discussed in the RAN1-led SI, (which does not have significant impact on RAN3 specifications), there are some cases whose major impact is over RAN3 specifications:
· Model trained in CN but used in a gNB.
· Model trained in a gNB-CU(-CP) but used in a gNB-DU.
· Model trained in one gNB but used in another gNB (e.g. predicting the change of energy cost or other KPI of the target node of handovers)
It will be likely that at least one of the three cases is beneficial, depending on what the Rel-19 WI/SI intends to support, and the output of AI-related WI/SI led by other WGs will likely make supporting such delivery not as hard as it was during the Rel-17 SI. Therefore we consider delivering model over interfaces should be studied or specified.
Proposal 4: The objective of the Rel-19 WI/SI should include delivering models over interfaces.
3. Conclusion
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