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1. Introduction
The Rel-18 AI/ML for NG-RAN work item (WI) [1] has been under specification in RAN3. Thus far, significant progress has been made on three prioritized use cases, namely energy saving, load balancing, and mobility enhancement. Throughout the meetings held in RAN3, companies have shown a positive inclination towards presenting their normative designs and signaling solutions for these AI/ML use cases. It is evident that all companies unanimously recognize AI/ML techniques as powerful tools that provide significant assistance to operators in enhancing network management and optimization. 
Consequently, following the completion of the normative work for the R18 work item, the subsequent step will be the R19 study item (SI). The R19 SI will focus on exploring new AI use cases, and procedures enhancements to support the agreed use cases.
In this contribution, we provide our views on the study scope on R19 SI on AI/ML RAN, and potentially will be followed by the corresponding WI in R19.
2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Justification of R19 AIRAN
During the R17 SI, the concepts of AI/ML-based energy saving, AI/ML-based load balancing, and AI/ML-based mobility optimization were documented and included in the TR37.817 [2]. Furthermore, the potential standard impacts related to these use cases were thoroughly discussed during the WI phase, drawing from the outcomes of the SI. Here, we provide our potential AI/ML based use cases to be discussed in R19.
2.1 New AI/ML based use cases
AI/ML based QoE optimization [RAN3, RAN2]:
QoE (Quality of Experience) refers to the overall satisfaction or quality perceived by users when interacting with a particular service or application, such as video streaming, online gaming, or voice communication.AI//ML techniques can be applied to enhance and optimize QoE in various ways. Utilizing QoE prediction can effectively address uncertainties and enhance the efficiency of radio resources. Following is the essential part of AI/ML based QoE optimization to be studied:
· QoE Prediction: AI/ML models can be trained to predict QoE metrics based on different factors, including network conditions, device characteristics, and user behavior. By analyzing historical data and patterns, these models can estimate the expected QoE metrics (e.g., buffer level, UL/DL throughput, etc) for a given service or application in real-time. This information can be used to make decisions on adaptive bit-rate streaming, or network resource allocation to improve user satisfaction.
· QoE Feedback: Analyzing historical QoE metrics and comparing them with predicted QoE metrics can indeed help evaluate the performance of QoE predictions. By collecting historical and current QoE metrics, the node that generated the QoE predictions can assess how accurately the predictions aligned with the actual QoE experienced by users. This evaluation can provide insights into the reliability and effectiveness of the prediction model. 
According to the benefits of the AI/ML based QoE optimization, it is essential to study the solutions, measurements, signaling, and procedures for AI-based QoE prediction in Rel-19.
Observation 1: AI/ML-based QoE optimization enhances user satisfaction by dynamically adapting and optimizing network parameters, resulting in an improved quality of experience.
Proposal 1: Study the benefits and scope of AI/ML based QoE use case, and discuss the normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN3. 

AI/ML based Network Slicing [RAN3]:
Network slicing is indeed a critical aspect of 5G technology as it enables the provisioning of various new services across multiple industries. By utilizing network slicing, 5G networks can support a wide range of applications, including manufacturing, autonomous driving, gaming, and more. This is achieved by providing specific slices tailored to the unique requirements of each application. AI/ML techniques can be applied to optimize the resource allocation for  network slicing. 
AI/ML algorithms can analyze network conditions, traffic patterns, and service requirements to determine the optimal placement of network slices and allocate resources efficiently. By considering factors such as latency, bandwidth, and service demands, AI/ML models can make intelligent decisions on how to allocate resources to different slices dynamically, including the scenarios of non-mobility and mobility, ensuring optimal performance and resource utilization to fulfill the requirement of SLA. 
Observation 2:  AI/ML-based network slicing brings benefits such as optimized resource allocation, improved slice performance, automated slice management, contributing to efficient and dynamic support for diverse services and applications in modern networks.
Besides, during R18 WI, it was acknowledged that predicted resource status as one kind of information is useful for the agreed three use cases, e.g., load balancing, energy saving and mobility enhancement. However, the predicted resource status for now is limited to total PRB usage, instead of PRB usage per slice level.
Observation 3: Predicted Resource status per slice-level for current use cases (e.g., ES, LB, ME) is not discussed during R17&R18 phase.
Following is the essential part of AI/ML based network slicing to be studied:
· Slice-level Resource status prediction: Accurate predictions of resource status per slice level are crucial for efficient network slicing. AI/ML algorithms can analyze historical data and make predictions about future Slice-level resource status. This information helps in determining the appropriate allocation of network resources and the placement of network slices to meet anticipated demand.
· Feedback information for each slice: After resource allocation of each slice based on the prediction, nodes should know the performance of these decision. Firstly, resource status per slice information, as one type of information, can be collected through the existing resource status procedure. Another form of feedback information is UE performance feedback for each slice, including group UE performance feedback, which explicitly reflects the performance.
According to the benefits of the AI/ML based Network Slicing, it is essential to study the solutions, measurements, signaling, and procedures for AI-based Network slicing in Rel-19.
Proposal 2: Study the benefits and scope of AI/ML based network slicing, and discuss normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN3.

AI/ML based mobility optimization [RAN2, RAN3]:
For future high-frequency networks, the frequency of handovers between nodes, especially for highly mobile User Equipment (UE), increases significantly. Traditional trial-and-error-based methods face challenges in achieving near-zero-failure handover rates. However, AI/ML-based solutions and predicted location/trajectory information can enhance mobility optimization.
Currently, in RAN3, it has been agreed upon that cell-level UE trajectory prediction can be transferred from the source node to the target node via the HANDOVER REQUEST message. However, mobility optimization extends beyond cell-level UE trajectory prediction in NG-RAN nodes.
In the upcoming R19 study, the following potential features are proposed to be explored:
· AI/ML-based mobility optimization in MR-DC scenarios: While traffic steering in MR-DC scenarios is covered in TR37.817[2], MR-DC scenarios have been given lower priority in R18. The suggested focus is to investigate AI/ML-based solutions for optimizing mobility in MR-DC scenarios. And the left open issues from R18 can be considered as well, e.g., group UE mobility optimization, the geographic UE trajectory information, MDT enhancements. [RAN3]
· Beam-level prediction to enhance L1/L2 mobility: Legacy handover is a process that relies on layer 3 measurements, while L1/L2 mobility is determined by physical layer measurements. However, L1/L2 mobility often leads to a high probability of experiencing ping-pong handover. To mitigate this issue, AI/ML based prediction algorithms can be employed. By leveraging this predictive capability, network operators can optimize handover decisions and minimize the occurrence of ping-pong handovers. [RAN2] 
· UE-assisted predicted information: UEs can provide predicted information to NG-RAN nodes, assisting in mobility decision-making. This approach leverages the intelligence and predictive capabilities of UEs to enhance the overall mobility optimization process.[RAN2]
· AI-assisted mobility without measurement on target band: Inter-frequency/Inter-RAT measurement are required in many cases, and may lead to considerable power consumption and scheduling gap (i.e. measurement gap). With AI/ML, it seems possible for NW to derive the inter-frequency/inter-RAT measurement result based on the intra-frequency measurement result (L1 or L3) and location information (if applicable), and initiate HO or SCell/SCG addition/change blindly without measurement and gap for the corresponding bands. AI/ML based assistant information can also be explored as well to reduce the HO interruption time (e.g. Tsearch) due to the lack of measurement. [RAN2, RAN4]
By studying and implementing these proposed features, it is expected that the performance and efficiency of mobility optimization in high-frequency networks can be improved. These advancements will address the challenges posed by high-mobility UEs and contribute to achieving seamless and reliable handover experiences for users.
Proposal3: Study the benefits and scope of AI/ML based mobility optimization, and discuss the normative work of input/output/feedback and its potential solutions during R19 SI+WI in RAN3.

AI base PDCP duplication activation/deactivation[RAN2, RAN3]
PDCP duplication methods is to focus on improving the UL data transmission reliability at the more cost of channel resources, and PDCP duplication is activated/deactivated with the following mechanisms:
· NW controlled PDCP duplication via a DL MAC CE or RRC signaling.
· UE based PDCP duplication according to the retransmission indication for a MAC PDU.
Although the PDCP duplication can provide more reliable transmission via air-interface, the channel consumptions would be consequently increased from 2 to 4 times of channel resources consumption in CA and/or DC scenario which is relying on the number of activated RLC entities for the DRB. With the current mechanisms of activation/deactivations of PDCP duplication, the following issues are observed:
1) For NW controlled PDCP duplication method: In DC mode, the MCG/SCG cannot be aware of the wireless environment variation in the SCG/MCG respectively, besides, there is lack of the coordination between MCG and SCG during the PDCP duplication activation period. As a result, the NW have no choice but blindly activate/deactivate the RLC legs relying on its own strategy. In some strategies, from the safety perspective, the PDCP duplication is activated with a overestimated number of the RLC entities and may lead to the unnecessary waste of the air-interface resources; In some other strategies, from the saving perspective, the PDCP duplication is not activated or activated with the inadequate number of the RLC entities until the unfulfillment of the reliability requirement is detected.
2) For UE based PDCP duplication method: all configured RLC legs would be activated if UE receiving a UL grant addressed to CS-RNTI with NDI=1 (i.e. retransmission of configured grant), and UE based PDCP duplication deactivation has not been supported yet. That means, for reaching the reliability of the UL transmission requirements the exhausted-strategy is utilized. 
All in all, the current PDCP duplication activation/deactivation method is literally a kind of coarse control, either the waste of the resources cannot be avoided, or the reliability requirements cannot be guaranteed due to wireless environment variation.
Observation 4: The current PDCP duplication activation/deactivation method is a kind of coarse control which either may cause the waste of the air-interface resources or may hardly guarantee the reliability requirements of the UL transmission due to wireless environment variation.
For resolving the issues observed in observation 4, AI/ML algorithm can be applied to the following features:
1) AI/ML based PDCP duplication activation/deactivation prediction, in this feature, the AI/ML algorithm can be utilized to predict the channel quality variation based on some kind of the input, such as: UE traffic pattern, trajectory pattern, CSI-RS, SINR etc. With the application of the AI/ML technology, NW/UE can activate the PDCP duplication in advance to the deterioration of the wireless environment for avoiding the potential unfulfillment of the reliability requirements, and deactivate the PDCP duplication on time based on the prediction of the wireless environment quality improvement in order to avoid the potential waste of the air-interface resources.
2) AI/ML based PDCP duplication optimization, in this feature, the AI/ML algorithm can be utilized to make a decision of the activated number of the RLC entities when PDCP duplication is activated. With the application of the AI/ML technology, NW/UE can dynamically change, during the activation period of the PDCP duplication, the number of the activated RLC legs based on the output of the model inference.
Proposal 5: Study the benefits and scope of AI/ML based PDCP duplication, and discuss normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN2 and RAN3.

AI base PBR prediction [RAN2, RAN3]
For one XR service between gNB and UE, the QoS requirement of the service is described with some indicators, such as GFBR (guaranteed flow bit rate), MFBR (Maximum flow bit rate), for both UL and DL. For meeting the requirement indicated by GFBR/MFBR of a QoS flow in the DL/UL transmission via air-interface, th PBR (i.e. prioritized Bit rate) of one DRB by whom the Qos flow is carried is used by gNB for both UL and DL.
In a real deployment scenario, the UL/DL data transmission for one QoS flow of an XR service would be dramatically impacted by the data boom of a parallel QoS flow with a higher priority which may result in the data loss/drop due to the time expiration in PDCP layer of the XR service. After the study, the following reasons to cause the data loss/drop for the XR service are emerged on the table: In the contention of the air-interface resources among several parallel QoS flows, the lower PBR the QoS flow/DRB is configured with, the more data loss/drop would be occurred
In the current data multiplexing and assembly mechanism for each LCH when using the UL grant and DL assignment, the QoS flow with a higher priority and a higher PBR, may win all the spaces of a UL grant/DL assignment if the data boom of such QoS flow is occurred; On contrast, the QoS flow with a lower priority and a lower PBR, may always lose the transmission chance according to the following description of the specification for UL transmission (Note: in general, NW also needs to obey the following procedures for determining the data load in each DL transmission):
	TS 38.321
The MAC entity shall, when a new transmission is performed:
1>	allocate resources to the logical channels as follows:
2>	logical channels selected in clause 5.4.3.1.2 for the UL grant with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a logical channel is set to infinity, the MAC entity shall allocate resources for all the data that is available for transmission on the logical channel before meeting the PBR of the lower priority logical channel(s);
2>	decrement Bj by the total size of MAC SDUs served to logical channel j above;
2>	if any resources remain, all the logical channels selected in clause 5.4.3.1.2 are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.
NOTE 1:	The value of Bj can be negative.



Observation 5: According to the current RAN2 spec, the data multiplexing and assembly mechanism for each LCH when using the DL assignment and/or UL grant, the LCH with a higher priority and PBR value among the logical channels may win the all spaces for each DL assignment and/or UL grant if the data boom of such logical channel is occurred. On contrast, the LCH with a lower priority and PBR value among the logical channels may not obtain any chance of the data transmission. So called as the winner takes all.
One direct way to resolve such issue is to dynamically adjust the PBR for each DRB/QoS flow. For example, decrease the PBR value of a logical channel with a higher priority or/and increase the PBR value of the logical channel with a lower priority. With this operation, the Bj for the logical channel with a higher prioirty is easily to reach negative value and the Bj for logical channel with a lower priority can reach the high value as much as possible to win the transmission chance. However, the data boom is randomly occurred within a time period, it is usually too late for NW to reconfigure the PBR value until the data boom from one or more LCHs is detected since NW need spend some time to decide the data boom is actually occurred. In this sense, the data boom prediction for a LCH is needed.
Observation 6: The data boom for one logical channel is randomly occurred and may last with a random value of time period, as a result, it is hard for NW to detect the data boom earlier and predict the duration of data boom for one specific logical channel, and hence the impacted LCH will suffer the considerable delay and data loss.
In the sense of the observation 6, it is believed that the AI/ML algorithm can be a good choice to predict the data boom and the corresponding duration for each logical channel and obtain the appropriate PRB value based on such prediction. 
For adjusting the PBR value for DL[RAN3], the NW sided model training/inference is preferred since the DL data related statistics (e.g. DL data rate, average waiting time for DL data, the size of arrived DL data in a certain time period, etc) can be directly obtained by NW itself in an intuitive sense. Thus:
Proposal 6: Study the benefits and scope of AI/ML based PBR prediction at NW side for the DL data transmission, and discuss normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN3.
For adjusting the PBR value for UL [RAN2], not similar with DL case, the UE sided model training/inference is preferred since the UL data related statistics (e.g. UL data rate, average waiting time for UL data, the size of arrival UL data in a certain time period. etc) can be obtained by UE itself in an intuitive sense. After UE obtain the suitable PRB value based on the prediction, UE shall notify the NW of reconfiguration of the PRB value for UL. Thus:
Proposal 7: Study the benefits and scope of AI/ML based PBR prediction at UE side for the UL data transmission, and discuss normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN2.

2.2 Model management [RAN3, RAN1]
Following is the functional framework for RAN intelligence captured into TR37.817:


Figure 1. Functional Framework for RAN Intelligence
During the RAN3 R17 and R18 phases, it was acknowledged that model-related information had not been addressed extensively. However, from the perspective of AI/ML models play a crucial role in the operation of RAN intelligence. The accuracy of each AI/ML generated prediction and AI/ML generated decision highly depends on the performance of AI/ML model. 
Currently, RAN1 is discussing Life-cycle management (LCM), and following is the potential framework of LCM which is still premature in RAN1:


Figure 2. Potential Functional Framework for LCM [3]
In R18, RAN3 does not discuss or standardize any content related to models. Additionally, in the discussions of RAN1 and RAN2, there has been ongoing controversy regarding the LCM architecture. The core network includes NWDAF, while MDAS is present on the OAM side. Similarly, on the RAN side and UE side, corresponding functionalities are implemented to enable the training/inference of AI/ML models and the generation of AI/ML-related data and decisions.
Therefore, AI/ML model related discussion should be re-triggered to be discussed in RAN3 R19 phase taken progress from WGs in R18 into account. In order to support AI/ML LCM between RAN nodes, or CN and RAN node, Model Registration, Model Selection/activation/deactivation, Model Compliance, model monitoring procedures can be applied to all use cases to be further studied in RAN3 and identify the corresponding normative work, while some use case specific parameters or procedures can be further discussed in the individual item led by each WG. 
Proposal 8: In order to prevent overlapping work, the common part of framework/LCM which can be applied to all use cases (e.g., Model Registration, Model Selection/activation/deactivation, Model Compliance, model monitoring) can be further studied in RAN3, based on the progress from WGs in R18 WI/SI.

3. [bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]Conclusion
Observation 1: AI/ML-based QoE optimization enhances user satisfaction by dynamically adapting and optimizing network parameters, resulting in an improved quality of experience.
Proposal 1: Study the benefits and scope of AI/ML based QoE use case, and discuss the normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN3. 
Observation 2: AI/ML-based network slicing brings benefits such as optimized resource allocation, improved slice performance, automated slice management, contributing to efficient and dynamic support for diverse services and applications in modern networks.
Observation 3: Predicted Resource status per slice-level for current use cases (e.g., ES, LB, ME) is not discussed during R17&R18 phase.
Proposal 2: Study the benefits and scope of AI/ML based network slicing, and discuss normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN3.
Proposal3: Study the benefits and scope of AI/ML based mobility optimization, and discuss the normative work of input/output/feedback and its potential solutions during R19 SI+WI in RAN3.
Observation 4: The current PDCP duplication activation/deactivation method is a kind of coarse control which either may cause the waste of the air-interface resources or may hardly guarantee the reliability requirements of the UL transmission due to wireless environment variation.
Proposal 4: Study the benefits and scope of AI/ML based PDCP duplication, and discuss normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN2 and RAN3.
Proposal 5: In order to prevent overlapping work, the common part of framework/LCM which can be applied to all use cases (e.g., Model Registration, Model Selection/activation/deactivation, Model Compliance, model monitoring) can be further studied in RAN3, based on the progress from WGs in R18 WI/SI.

Observation 6: According to the current RAN2 spec, the data multiplexing and assembly mechanism for each LCH when using the DL assignment and/or UL grant, the LCH with a higher priority and PBR value among the logical channels may win the all spaces for each DL assignment and/or UL grant if the data boom of such logical channel is occurred. On contrast, the LCH with a lower priority and PBR value among the logical channels may not obtain any chance of the data transmission. So called as the winner takes all.
Observation 7: The data boom for one logical channel is randomly occurred and may last with a random value of time period, as a result, it is hard for NW to detect the data boom earlier and predict the duration of data boom for one specific logical channel, and hence the impacted LCH will suffer the considerable delay and data loss.
Proposal 6: Study the benefits and scope of AI/ML based PBR prediction at NW side for the DL data transmission, and discuss normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN3.
Proposal 7: Study the benefits and scope of AI/ML based PBR prediction at UE side for the UL data transmission, and discuss normative work of the input/output/feedback and its potential solutions during R19 SI+WI in RAN2.
Proposal 8: In order to prevent overlapping work, the common part of framework/LCM which can be applied to all use cases (e.g., Model Registration, Model Selection/activation/deactivation, Model Compliance, model monitoring) can be further studied in RAN3, based on the progress from WGs in R18 WI/SI.
Proposal 9: The potential objectives of the SI we proposed are listed as follows:
Study new use cases for NG-RAN:
· AI/ML based QoE optimization [RAN3, RAN2];
· AI/ML based network slicing [RAN3];
· AI/ML based mobility enhancement [RAN2, RAN3];
· AI/ML based PDCP duplication activation/deactivation[RAN2, RAN3]
·  AI/ML based PBR prediction [RAN2, RAN3]
Study network functionality and interface procedures to support the agreed use cases enabled by AI/ML, including: 
· Multi-vendor interoperability between different AI/ML functions (e.g., Data Collection, Model Training, Model Inference, etc.).
· Integration and collaboration of OAM AI/ML, 5GC AI/ML, NG-RAN AI/ML if identified. 
Note: Integration and collaboration with air interface AI/ML to be considered based on progress of Air interface AI/ML SI. 
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