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1	Introduction
In this paper, we share our views on Rel-19 relating to the Rel-18 AI/ML for NR air interface study item (SI) [1] and potential new use cases.
We support a WI for selected Rel-18 (sub) use cases for which there are sufficient demonstrated performance gains and 3GPP has completed the associated work within ongoing SI in RAN 1,2 and 4. 
We support a new SI with new use cases to further explore the potential of AI/ML solutions for the physical layer and to continue studying unfinished use cases from Rel-18 SI.
The paper outline is as follows: 
· 3GPP’s progress in the Rel-18 SI is reviewed in Section 2; 
· Our preferences for new Rel-19 use cases are provided in Section 3; and 
· Rel-19 contents are discussed in Section 4.
[bookmark: _Ref178064866]2	Review of 3GPP’s progress in the Rel-18 SI
The Rel-18 SI [1] aims to investigate if, and how, 3GPP standardization can enhance AI/ML solutions for the physical layer (PHY). The SI has of June 2023 used 26 out of 33,5 allocated time units (77%), and most of the remaining TU will be used by RAN2 (3 TU) and RAN4 (1,5 TU). 
The SI has been a very good collaborative study among companies to approach this new unexplored topic for PHY. A lot of time has been spent on defining terminology and aligning the understanding among companies. Many new challenges were uncovered on, for example, evaluation methodologies, data collection, and AI/ML model lifecycle management. Our general assessment is that this is a completely new area for RAN standardization, and it will take time to make this area mature with efficient solutions. 
The study discussions have sometimes been a bit confusing, since they have dealt with two different time frames simultaneously (Rel-19 and 6G); therefore, delegates may come to different conclusions. We believe it is important to make a thorough study and not make early “wrong” decisions that will point AI/ML for PHY in the wrong direction towards the future. 
To assess whether there is sufficient motivation after a SI to start a WI, one needs to consider the maturity of the findings of the study and the observed performance benefits from the study in relation to the findings of complexity to standardize a feature. We summarize our view on the expected readiness of each Rel-18 use case for a WI in Figure 1.
For two-sided CSI compression, the current performance benefits appear to be modest. How core and demodulation requirement testing should be defined for two-sided models (which may be related to model monitoring) will likely not progress far in RAN4, since this is unchartered territory and may need a paradigm shift in RAN4 testing methodology (the 0.5 TU per meeting doesn’t give much room for such discussions). In addition, how to perform training of two-sided models is something that needs to mature in the industry. We don’t expect the training of two-sided models to be solved in an efficient and scalable manner in the near timeframe. 
[bookmark: _Toc135902873]The two-sided model (currently the CSI compression use case) is not mature to proceed to a WI phase, where particularly RAN4 require more time for study and the industry outside a standards community need to further align in how to train such multi-vendor AI/ML models in an efficient and scalable manner. 
The beam management and positioning use cases use one-sided models, which simplifies AI/ML model training and LCM. The demonstrated benefits are decent in beam management and very good for positioning. Hence, we expect that these two use cases can proceed to a WI phase.


Figure 1 Assessment of the readiness for a WI (prediction for the completed SI)

While significant progress has been made in the Rel-18 SI, we note that the SI will not completely fulfil the objectives agreed in [1]. We now elaborate on these observations in more details. The discussion below relates to the status in June 2023. 
2.1 Study item use cases
The Rel-18 SI aimed to provide conclusive evaluations characterizing the performance, inference latency, and computation complexity of AI/ML based algorithms with respect to state-of-art baselines using relevant KPIs. 
2.1.1 Methodology 
	Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes.



On a high level, RAN1 appears to be on track to achieve the above objectives from the Rel-18 SID.  However, we note the following observation.

[bookmark: _Toc135902874]The objective “AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes” was agreed but not widely followed. This situation will likely reoccur in Rel-19+.

2.1.2 Performance 
The SI aimed to quantify the performance gains versus complexity of AI/ML based solutions. 
	KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.



We now discuss the performance / complexity tradeoff for each use case.
For the two-sided CSI compression sub use case, evaluations have been provided for intermediate KPIs (e.g., generalized cosine similarity and squared generalized cosine similarity). Moreover, these evaluations include multi-vendor aspects of training two-sided AI models. However, we note that only a few system level results that target the end KPIs (spectral efficiency or downlink throughput) have been provided and the cross-checking and validation of these results have been limited due to this. 

Initial system level results appear to show that AI/ML based solutions provide downlink throughput gains of a few percentage points over the Rel-16 baseline. The uplink CSI reporting overhead gains appear to be larger (up to 50%). The potential impact of such savings on, for example, coverage have not been thoroughly investigated. However, we notice that eType-II CSI does not have a coverage issue; therefore, if the CSI compression feature only can provide an overhead saving but not a performance benefit, the overall gain of CSI compression in a network is questionable at this point.   

[bookmark: _Toc135902875]CSI compression demonstrate very modest performance benefits but large (~50%) CSI overhead savings, although it is questionable whether such CSI overhead savings can be turned into a benefit in network performance KPIs as there is not a general coverage problem with existing CSI reporting. 

The beam management use case has two sub use cases: spatial and temporal beam prediction. We note the following trends from the performance evaluations:
· AI/ML-based solutions can accurately predict the “best/good” downlink beams in a large set of scenarios using less RS overhead than simple full beam sweeping.
· AI/ML-based solutions marginally outperform non-trivial conventional baselines (e.g., hierarchal beamforming with tailored beam patterns). 
· RAN1 evaluations have focussed on intermediate KPIs, with few system-level simulations evaluating end-KPI performance (e.g., downlink throughput). 
· The potential gains of AI/ML-based solutions are mainly reported as a reduction in the number of UE measurements and/or NW RS-transmission overhead.
· Full system-level evaluations targeting end-KPIs (e.g., downlink throughput) appear to present significant challenges with, for example, aligning on non-trivial baselines. 
[bookmark: _Toc135902876]Intermediate KPI results indicate performance gains in terms of reducing UE measurements and RS overhead with AI/ML-based beam management in comparison to full beam sweeping.
The results based on the intermediate KPIs indicate that AI/ML-based solutions can accurately predict the “best/good” downlink beams in a large set of scenarios using less RS overhead than simple full beam sweeping. However, the gains are less substantial when comparing to non-trivial conventional baselines (e.g., hierarchal beamforming with tailored beam patterns). The potential gains of AI/ML-based solutions are mainly observed as a reduction in the number of UE measurements and/or NW RS-transmission overhead. It is unclear to what extent such gains will translate into NW system KPIs due to lack of system-level simulations. 

[bookmark: _Toc135902877]BM results indicate potential in reducing the NW RS-transmission and UE measurement overhead. It is, however, unclear to what extent such gains will translate into NW system KPIs due to lack of system-level simulations.
Generalization capability has been properly evaluated for TX-beam prediction, while for beam pair prediction the generalizability to different RX-beam patterns for NW-sided models is still questionable. 
The positioning use case covers two sub use cases: direct AI/ML positioning and AI/ML assisted positioning. For both sub use cases, the UE position error (two dimensional) is the end-KPI. The AI/ML assisted sub use case has additional intermediate KPIs. The agreed baselines are existing Rel-16/Rel-17 positioning methods. Extensive evaluations have been provided for both sub use cases, covering end- and intermediate-KPIs. It is generally agreed that AI/ML based fingerprinting type of solutions may bring large gains for heavy non-line of sight scenarios.
[bookmark: _Toc135902879]Performance gains have been extensively provided for the positioning use case and it is generally agreed that AI/ML based fingerprinting type of solutions may bring large gains for heavy non-line of sight scenarios.

2.1.3 Inference latency, computational complexity, and generalization
On inference latency: No use cases have discussed inference latency, as it is highly dependent on the used hardware in the UE and gNB. 
On computational complexity: Computational complexity in terms of nominal FLOPs have been reported in all use cases. To be able to compare computational complexity of AI/ML based algorithms with legacy algorithms, optimized computational complexity needs to be used. Also, a baseline computational complexity needs to be defined. This has not been covered so far in the SI.
On generalization capability: Generalization capability has been evaluated in all use cases and although they show good generalization capability if methods such as mixed training dataset are used, it should be kept in mind that the generalization studies have only used 3GPP channel models. 
2.1.4 Overhead, power consumption, memory storage, and hardware requirements
We note the following trends on power consumption, memory storage, and hardware requirements (including for given processing delays). 
· [bookmark: _Toc134531252][bookmark: _Toc135902883]No use cases have studied or evaluated power consumption.
· [bookmark: _Toc134531253][bookmark: _Toc135902884]For memory storage of AI/ML model for model inference, all use cases have extensively reported the number of AI/ML model parameters. It may have implications for RAN2. 
· [bookmark: _Toc134531254][bookmark: _Toc135902885]No use cases have studied or evaluated hardware requirements as it was concluded that it is out of 3GPP scope. 
2.2 Potential specification impacts
The SI aims assess the following potential specification impacts:
	Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.



2.2.1 PHY layer aspects (RAN1)
2.2.1.1 Channel state information compression
In our view, the CSI compression use case has rather limited RAN1 specification impact, mainly in configuring CSI reporting, configuring procedures and metrics for monitoring of AI models, and defining the format and requirements for UE to NW data collection. The bulk of the data collection study will be performed by RAN2. Our assumption is that the training of two-sided models is performed outside 3GPP.
The details of CSI configuration would be part of an eventual WI. What lacks is a common understanding in RAN1 on how to define procedures for two-sided model monitoring and the format to use for data collection (i.e., the target CSI definition) for monitoring and training. 
[bookmark: _Toc135902886]For CSI compression, RAN1 has not yet converged on standardization impact on metrics and procedures for two-sided model monitoring, nor data sample formats for data collection for training and monitoring.
2.2.1.2 Beam management
Specification impact for a UE-sided model would mainly comprise of how the UE can report a predicted set of beams with associated confidence information. In addition, there would likely be impact for data collection in respect to model training and monitoring.
For NW-sided model, the specification impact would be limited, mainly comprising how to collect relevant data from UE (DL Tx beam measurements), and how to configure a UE with a non-measured (predicted) beam during inference operation.
It is expected RAN2 should investigate the possible data collection and how UEs can signal its capability in running beam prediction models.
Sufficient progress on the different stages of AI/ML have been studied in our view, however, one of the main challenges regarding the feasibility of TX/RX beam pair prediction have not been addressed properly. It is preferable that such sub use case could continue in a future study item. 
[bookmark: _Toc135902887]Specification impact in different stages of AI/ML have been sufficiently addressed in the BM use case. 
[bookmark: _Toc135902888]Feasibility of TX/RX beam pair prediction have not been proven 
Continue with normative work in Rel-19 for the beam prediction use case focusing on DL TX beam predictions
2.2.1.3 Positioning  
For the positioning use case, two sub use cases are agreed: AI/ML assisted positioning and direct AI/ML positioning. Furthermore, 5 solution cases are defined and evaluated. The agreed cases are:
· [bookmark: _Hlk133484946]Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
As stated in Section 2.1.2.1, significant performance gains have been shown for UE positioning, for both assisted and direct AI/ML positioning. The performance gains are shown using statistical 3GPP channel models and there are generalization challenges, especially for the fingerprinting type of solutions. For the Rel-18 SI, the focus is on the indoor factory scenario (InF).
At this point in time, it is still under discussion the type of signalling for each case. Training and inference data will consist of channel measurements, but it is still not agreed if a full channel impulse response, a power delay profile, or a delay profile should be used. How many time domain samples that are needed/reasonable, from a complexity/signalling overhead vs performance point of view, is also still under evaluation and discussion. 
[bookmark: _Toc135902889]Specification impact has been studied to some extent for the positioning use case.
However, based on the results provided so far in the SI, we believe there is enough performance gains to move into normative work for positioning, for solutions with UE side and NW side models. Which cases to select for normative work should be based on the SI outcome.
[bookmark: _Toc135902890]Continue with normative work in Rel-19 for the positioning use case. The exact details of which (e.g., which sub use cases) can be left to the conclusions of the Rel-18 SI.
2.2.2 Data collection for NW-sided models
For use cases where the AI/ML model on the NW side needs to be trained using DL L1 channel measurements performed by UEs, it is important to standardize appropriate data collection mechanisms for the UE’s measurements to be reported to the NW over the air interface. This is to ensure that the NW side can efficiently train models by collecting data with unified data format from different UE/chipset vendors, which is essential for reducing the complexity and data processing cost of the AI/ML model design. 
In addition, by standardizing data collection via UE report over the air interface, the data quality can be tested and determined by the 3GPP standard. Moreover, the network may identify a need of collecting extra training data from a specific area or at a specific period of a day or week to improve its AI/ML model design, hence, a standard data collection procedure is required to support the network to collect the training data when needed. Data collection is also a key-aspect of the AI/ML life cycle; hence, it is important to address this stage for the completeness of the study item.
A majority of companies see it as necessary to specify UE reporting-based data collection mechanisms for NW-side AI/ML model training and monitoring.
2.2.3 Protocol aspects (RAN2)
RAN1 is actively discussing challenges around data collection, AI/ML model transfer, and AI/ML model lifecycle management. While significant progress has been made, RAN1 has not yet provided sufficient input to protocol aspect discussions in RAN2. 
2.2.4 Interoperability and testability aspects (RAN4)
RAN4 is actively discussing challenges around AI/ML model lifecycle management, performance monitoring and (multi/cross-vendor) training. While significant progress has been made, RAN1 has not yet provided sufficient input to interoperability and testability aspects in RAN4. 
For the CSI compression use case which use two-sided models, the challenges in RAN4 are large and requires a lot of additional time for studies, it might be so that RAN4 need to move into a new paradigm to be able to define testing of two-sided models, defining reference models etc. Hence, for CSI compression, taking the overall RAN perspective and the rather modest gains seen from RAN1 studies, it is not warranted to start a WI on CSI compression based on AI/ML. 
[bookmark: _Toc135902891]RAN4 work has just started but it’s clear that more TU is needed in Rel.19 for studies for two-sided use cases.
3. Potential new use cases to be studied in Rel-19
We believe that it is useful to evaluate more use cases to better understand the potential for introducing and standardizing AI/ML for PHY. In this section, we share our preferences for possible new use cases for study in Rel-19. 
3.1 Mobility (RAN2-led)
The learnings from Rel-18 AI PHY beam management use cases, including the AI/ML model performance evaluation methodology and model LCM aspects (e.g., data collection, model monitoring, model fallback, etc.), can be largely reused for studying new AI-based mobility use cases, e.g., AI-based RRM measurements prediction in time/spatial/frequency domain for mobility optimization. Potential benefits include reduced measurement/reporting overhead, reduced latency, and enhanced reliability for mobility handling.
The performance gain versus complexity should be carefully studied for each AI-mobility sub use case. AI/ML model for the mobility use case can be deployed either at the UE-side or at the NW-side. Hence, if AI mobility is considered as a new use case in Rel-19 AI PHY, both UE-sided and NW-sided models should be considered. Different from the AI based mobility optimization study conducted in RAN3, this new AI mobility use case study should focus on the interactions between the UE side and NW side over the Uu interface. Like for all UE-sided model use cases, for UE-sided AI-mobility models, the sub use cases need to be carefully selected to ensure RAN4 testability of UE performance and ensure predictable UE behaviour.
3.2 Data collection: Support of additional PHY use cases
The current study item [1] has used synthetic channels for generating data in the evaluation of each (sub-)use case. However, the importance of data collection in networks to support AI/ML PHY use cases has been recognized during study; indeed, extensive discussions have been carried out (still ongoing) in the study item on how to support data collection for model training and monitoring of the identified Rel-18 use cases. 
Discussions on supporting data collection for powering the reception of data with AI/ML functionality has so far not been treated within the study item discussions but is seen as an important component to allow extensive use of AI/ML at the air interface. For example, sequences of data, known to both receiver and transmitter, can be defined to train such AI/ML based receivers.
Such functionality could allow for proprietary means to improve receiver performance through AI/ML enhanced channel estimation. The functionality can also be a steppingstone to more radical 6G concepts, such as, AI/ML-based channel estimation, demodulation, and symbol de-mapping. 
4. Views on Rel-19 SI/WI structure
The exact scope of Rel-19 normative work, if any, should be based on the SI’s conclusions in the TR [2]. We are supportive of normative work for selected Rel-18 (sub) use cases that demonstrate sufficient performance versus complexity gains and for which the study is completed.
We believe that the primary purpose of the AI/ML for NR air interface work in 5G advanced is to pave the way for AI/ML features in 6G. Therefore, 3GPP does not need to rush into Rel-19 normative work for features that are poorly understood in terms of specification impacts and/or performance gains. Moreover, we believe that higher “performance vs complexity gain” thresholds are needed for normative work on (sub) use cases requiring significant departures from current practices. We believe that it is in 3GPP’s best interest to continue the study of (or even down prioritize) Rel-18 sub use cases for which the specification impact and/or potential performance gains are not well understood and agreed in [2]. 
In our view, these parts of the SI have potential to be ready for a Rel-19 WI under the assumption that RAN4 study has completed a study of the testing methodology for single sided models. 
· Positioning based on single sided AI/ML model on either the NW side or UE side
· Beam management with spatial and temporal DL TX-beam prediction based on single sided AI/ML model on either the NW side or UE side.

On the other hand, these components most likely will not have progressed sufficiently during the Rel-18 SI and need to be continued to be studied in Rel-19 due to either lack of proper RAN4 study or lack of RAN1 study. 
· CSI compression based on two-sided AI/ML models, mainly RAN4 studies.
· CSI prediction based on UE-sided AI/ML model. 

Hence, we propose the following:
[bookmark: _Toc135819142]Continue study of Rel-18 in Rel-19 use cases for which the specification impact, testing methodology, and potential performance gains are not well understood and agreed in [2]. 
[bookmark: _Toc135819143]Rel-18 sub use cases that do not provide sufficient performance gains in proportion to its standardization complexity and effort needed to realize (e.g., training) should not be part of a work item.
[bookmark: _Toc135819144]Rel-18 sub use cases for which the specification impact, testing methodology, and potential performance gains are well understood and provide sufficient performance gains or benefits in proportion to its standardization complexity and effort needed to realize (e.g., training) can be part of a single work item within Rel-19 timeframe.
At the same time, we believe that is useful to evaluate more use cases to better understand potential performance gains, protocol aspects, implications for interoperability and testability, and 3GPP evaluation methodologies and requirements. Here the further exploration of two-sided models needs to be pursued, especially in RAN4. Therefore, we are supportive of a new Rel-19 SI that further explores the potential of AI/ML for PHY.
[bookmark: _Toc135819145]Rel-19 includes an AI/ML for NR air interface study item covering a new set of use cases. The SI covers the entire release and may have a significantly larger RAN4 part if two-sided models continue to be considered in 3GPP. 
We believe that the SI and WI on AI PHY can be done in parallel. 
6. Conclusions
From Rel-18 SI:
· Single sided use cases show the largest gains and are rather well understood in RAN1 and does not require cross-vendor training or model transfer. There is a possibility that RAN4 can complete the SI for single side use cases
· Two sided use case show the smallest gain and how to perform cross vendor training needs more discussion. RAN4 will likely not have a common understanding how to perform testing for two sided models
· Data collection from UE to network is necessary to be specified
For Rel.19 (whole release)
· Support a work item for single sided models for 
· Positioning 
· Beam management DL TX prediction
· Data collection (UE to NW) 
· Study new use cases (mobility, new forms of data collection and CSI prediction) in RAN1/RAN2
· Continue to study two sided models, at least in RAN4
[bookmark: _In-sequence_SDU_delivery]References
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Readiness for a WI (%) 

Performance benefit	CSI compression	Beam management	Positioning	20	60	100	RAN1 (data definition, LCM, training)	CSI compression	Beam management	Positioning	100	100	100	RAN2 (data collection, LCM)	CSI compression	Beam management	Positioning	80	80	80	RAN4 (core and demod requirements)	CSI compression	Beam management	Positioning	10	80	80	
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