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1. Introduction
AI/ML is considered as a key component in future RAN evolution. In Rel-17 one SI is now on going w.r.t. AI/ML, with some general principles and use cases already widely recognised [1]. In this contribution, we propose to process the normative work in Rel-18 based on the output of the Rel-17 SI, and to study some more use cases if they could not be handled in the Rel-17 SI.
2. Discussion
[bookmark: OLE_LINK78][bookmark: OLE_LINK79]In the Rel-17 AI/ML SI, some principles and use cases are already widely accepted.
For the topic on general architecture, it is widely recognised that:
· The AI/ML algorithm can be vendor-specific / operator-specific. What algorithm is selected is out of 3GPP’s scope.
· The training part of AI/ML and the inference part of AI/ML may reside in different logical nodes, e.g. in one type of deployment the training part of one ML function resides in the OAM and the inference part of the same ML function resides in the gNB-CU-CP.
· At least the location of AI/ML inference module should be case by case, e.g. depending on what node is suitable to collect the data or what node is to receive the output of AI/ML inference.
And for the use cases, there are three general use cases have already been agreed, with two prediction methods involved:
· Use case: energy saving.
· Use case: load balancing.
· Use case: traffic steering/mobility optimization.
· Prediction: load prediction.
· Prediction: UE location prediction.
As the discussion of the Rel-17 SI goes on, more use cases or prediction methods may be added into the TR. For Rel-18 we think the most important part is to process these “existing” contents into the normative phase, based on the architecture well-accepted in Rel-17.
Proposal 1: AI/ML-enabled RAN should be supported in Rel-18. The normative work should be based on the output of the on-going Rel-17 SI, with both the aspect of architecture and the aspect of use cases taken into consideration.
However, there may also be some use cases or even possible deployment architectures that cannot be handled in the Rel-17 SI, either due to lack of time or due to pending on simultaneous Rel-17 WI.
Some potential new high-layer use cases mentioned in the Rel-17 SI includes (physical layer use cases are discussed in a separate contribution):
· Coverage and capacity optimisation (CCO)
· Optimisation on slicing (e.g. to adapt dynamically the sharing / partition of radio resources among slices)
· Optimisation on URLLC (e.g. to decide dynamically what packet to be delivered over what RLC leg)
These use cases, if cannot be included in the output TR of the Rel-17 SI, can be continued to study in Rel-18.
And some other use cases that depend on the output of Rel-17 WIs can also be taken into consideration, such as:
· AI/ML based on more inputs provided from Rel-17 SON/MDT (e.g. failure report on CHO/DAPS)
· Optimisation on MBS (e.g. dynamic switch between PTP/PTM, adapting broadcast area)
· Optimisation on IAB (e.g. on topology)
For the aspect of architecture, if the Rel-17 AI/ML SI only includes some type of deployment (e.g. only mentions the solution that the training part locates within the OAM) due to lack of time, some more flexible deployment scenarios can also be discussed in Rel-18.
Proposal 2: High layer use cases or deployment scenarios that are mentioned during the discussion of AI/ML Rel-17 SI but not included as solutions in the final TR can be considered to study in Rel-18.
Proposal 3: High layer use cases which depend on the output of Rel-17 WI(s) can be considered to study in Rel-18.
In addition, it is also discussed in SA1 to support AI feature in the application layer, i.e. supporting AI over 5G. It is unclear yet whether it has impact on RAN2/3 specs. Therefore whether this part should be included in the Rel-18 scope should be pending SA.
Proposal 4: It should be pending SA on whether there need to be some work in RAN2/3 scope on supporting AI over 5G.
3. Conclusion
Proposal 1: AI/ML-enabled RAN should be supported in Rel-18. The normative work should be based on the output of the on-going Rel-17 SI, with both the aspect of architecture and the aspect of use cases taken into consideration.
Proposal 2: High layer use cases or deployment scenarios that are mentioned during the discussion of AI/ML Rel-17 SI but not included as solutions in the final TR can be considered to study in Rel-18.
Proposal 3: High layer use cases which depend on the output of Rel-17 WI(s) can be considered to study in Rel-18.
[bookmark: _GoBack]Proposal 4: It should be pending SA on whether there need to be some work in RAN2/3 scope on supporting AI over 5G.
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