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1	Introduction
In this paper, we try to discuss the potential high layer related enhancements for XR and cloud gaming.
2	Discussion
[bookmark: _Hlk30969022]A study item of eXtended Reality (XR) and cloud gaming (CG) evaluations for NR was approved in RAN#88e with the following objectives [1]:
	1. [bookmark: _Hlk30969040]Confirm XR and Cloud Gaming applications of interest
2. Identify the traffic model for each application of interest taking outcome of SA WG4 work as input, including considering different upper layer assumptions, e.g. rendering latency, codec compression capability etc.
3. Identify evaluation methodology to assess XR and CG performance along with identification of KPIs of interest for relevant deployment scenarios
4. Once traffic model and evaluation methodologies are agreed, carry out performance evaluations towards characterization of identified KPIs 


To be specific, there are five typical applications suggested as the starting points for this study [1]:
· VR1: “Viewport dependent streaming”
· VR2: “Split Rendering: Viewport rendering with Time Warp in device”
· AR1: “XR Distributed Computing”
· AR2: “XR Conversational”
· CG: Cloud Gaming
VR1: Viewport-dependent streaming
As described in Section 6.2.3 in TR 26.928 [2], the main points of viewport dependent streaming are summarized as follows.
· Tracking information is predominantly processed in XR device, 
· The current pose information is provided to XR server from XR device in the adaptive media request.
· Download or stream viewport-adapted XR media is provided to XR device from XR server.
· XR device performs viewport rendering based on tracking and sensor information as well as the received viewport adapted XR media.
Compared with viewport-independent streaming, for viewport dependent streaming, updated tracking and sensor information impacts the network interactivity. Typically, due to updated pose information, HTTP/TCP level information and responses are exchanged every 100-200 ms in viewport-dependent streaming.


Figure 1. Viewport-dependent Streaming [2]
VR2: Split Rendering: Viewport rendering with Time Warp in device
There are two types of split rendering as described in TR 26.928 [2]: Raster-based Split Rendering and Generalized XR Split Rendering. Raster-based split rendering refers to the case where the XR Server runs an XR engine to generate the XR Scene based on information coming from an XR device. The XR Server rasterizes the XR viewport and does XR pre-rendering. The viewport is pre-dominantly rendered in the XR server, but the device is able to do latest pose correction, for example by asynchronous time-warping or other XR pose correction to address changes in the pose.
New 5QIs and QoS enhancements are needed in 5G System for split rendering addressing latency requirements in the range of 10-20ms and bitrate guarantees to be able to stream 50 to 100 Mbps consistently. More flexible 5QIs and QoS enhancement are needed in 5G System for generalized split rendering addressing differentiated latency requirements in the range of 10ms up to potentially several 100ms and with bitrate guarantees.


Figure 2: Split Rendering with Asynchronous Time Warping (ATW) Correction [2]
AR1: XR Distributed Computing
In the XR distributed computing, the workload for XR processing is split into workloads on XR server and the device. For example, the XR device processes the collected sensors data and sends the processed information to XR server. The XR sever uses the information to generate the XR scene. The XR server converts the XR scene into a simpler format as 2D or 3D media with metadata. The media component is compressed, and the compressed media stream and metadata are delivered to the XR device. The XR device generates the XR scene by compositing locally generated or received media and metadata and renders the XR viewport via the XR display (e.g., HMD, AR glass). 
AR2: XR Conversational
XR Conversational services are an extension on the current MTSI work, using the IMS for session signalling. In order to support XR conversational services (in 5G), extensions are needed in the signalling to enable VR/AR specific attributes, and the media and metadata need to support the right codecs, profiles and metadata.
CG: Cloud Gaming
Cloud gaming is a type of online gaming that allows playing a game remotely from a cloud, which requires high-bandwidth low-latency internet connections for delivering the video streams among multiple players. 
As analyzed in TR 26.928, the existing 5QIs may be used for adaptive streaming over HTTP applications for VR1: Viewport-dependent streaming. However, for other types of services, new 5QIs for Uu-based communication are considered beneficial, among others
· If other protocols than adaptive streaming over HTTP would be applied, then suitable 5QIs would be for FFS.
· New 5QIs and QoS support in 5G System for network and split rendering addressing latency requirements in the range of 10-20ms and bitrate guarantees to be able to stream 50 to 100 Mbps consistently
· More flexible 5QIs and QoS support in 5G System for generalized split rendering addressing differentiated latency requirements in the range of 10ms to several 100ms and with bitrate guarantees.
· Error rates are FFS.
· The data rate, latency and PER for different architectures as introduced in clause 6.3 are FFS.

And Quality Evaluation and Measurement may also need to be considered as what we did for video in LTE. 
[bookmark: _Hlk65610640]Observation 1: To support VR2/AR1/AR2/CG, RAN needs to consider QoS and QoE related enhancements depending on SA4/SA2 progress. 
As studied in TR 36.933 [3], the behavior of TCP assumes that network congestion is the primary cause for packet loss and high delay.  In cellular networks the bandwidth available for each UE can vary by an order of magnitude on a TTI basis due to changes in the underlying radio channel conditions. Such changes can be caused by the movement of devices or interference, as well as changes in system load due to bursty traffic sources or when other UEs enter and leave the network. TCP has difficulties adapting to these rapidly varying conditions. If the E2E delay increases, the TCP RTT increases and the TCP throughput may decrease, which may impact the user experience.
Observation 2: For VR1 adaptive streaming, TCP related cross layer optimization can be considered to improve end to end performance.
As of today, two codecs are prominently referenced and available, namely H.264/AVC [4] and H.265/HEVC [5]. Both codecs are defined as part of the TV Video Profiles and are also the foundation of the VR Video Profiles. These profiles and levels basically permit the delivery of video formats up to 4K at 60 frames per second and recently even extended to support 8K video. Work on video compression technologies beyond the capabilities of H.265/HEVC are continued by the MPEG/ITU. On top of regular lossy video compression algorithms, low-latency, low-complexity and near lossless codecs are important for some certain applications. Furthermore, for XR formats beyond regular 2D are also under study. RAN assisted codec adaption has been specific for VoLTE and VoNR. Similarly, close interactive between XR formats/codec and RAN AS may be helpful to improve the performance of XR services.
Observation 3: Close interactive between XR formats/codec and RAN AS may be helpful to improve the performance of XR services.
For one certain XR application, there can also be multiple data streams/packets with different QoS requirements. 
· A XR application may include video and audio streams. The audio frame usually have a periodicity of 20ms, while video can have different frame rate, e.g. 60/90/120 FPS. The delay requirements for video and audio can also be different, e.g. “motion-to-photon latency in the range of 7ms to 15ms” and “motion-to-sound delay of [< 20ms] [6]. And the video and audio streams should be synchronized for the particular XR application.
· Different frame may have different importance such as I-frame and P-frame for video. And it is also possible that the packets of the same frame type have different importance. In S4aV200631 [7], A field called importance is assigned to each packet in delivery according to the P-trace profile.
[bookmark: _Ref61798241]Table 1. Information in P-Trace
	Name
	Type
	Semantics

	number
	BIGINT
	Unique packet number in the delivery

	time_stamp_in_micro_s
	BIGINT
	Availability time of packet for next processing step relative to start time 0 in microseconds (0 means lost).

	size
	BIGINT
	packet size in bytes.

	user_id
	BIGINT
	assigns an id to the user in order to differentiate

	buffer
	BIGINT
	The associated eye buffer 1=left 2=right
In general, differentiates application traffic for different buffers, for example audio, video, left eye, right eye. For example mapped to port or track.

	delay
	BIGINT
	Delay observed of the packet in the last processing step (-1 means lost)

	render_timing
	BIGINT
	the rendering generation timing associated to the media included in the packet.

	number_in_unit
	BIGINT
	The number of the packet within the unit (slice), start at 1

	last_in_unit
	BIGINT
	Indicates if this is the last packet in the slice/unit 0=no, 1=yes 

	type
	BIGINT
	The data type of the unit 
0 unknown
For video 1=intra 2=inter

	importance
	BIGINT
	assigned relative importance information (higher number means higher importance)

	index
	BIGINT
	Unique index increased by 1 and indexing this row in the S-Trace file.

	s_trace
	STRING
	Reference to s_trace file containing information for each slice



The synchronization of multiple streams and importance handling for different frame types/ different packets of the same frame types may have impact on QoS framework design and MAC scheduling.
Observation 4: The synchronization of multiple streams and importance handling for different frame types/different packets of the same frame types may have impact on QoS framework design and MAC scheduling.
Different XR device types are listed in the TR 26.928 [2], which may differ in processing capabilities, communication types and power consumption:
XR Device Types
	XR Type 
Number
	XR Device Type
Name
	Tethering
Examples
	5G Uu Modem
	XR Engine Localization
	Power Supply
	Typical Max Avail Power

	XR5G-P1
	Phone
	n/a
	XR device
	XR device or split
	Internal
	3-5 W

	XR5G-V1
	Simple VR Viewer wired tethering 
	USB-C
	External
	External
	External
	2-5 W

	XR5G-V2
	Simple VR Viewer wireless tethering
	802.11ad/y, 5G sidelink, etc.
	External
	External
	Internal
	2-3 W

	XR5G-V3
	Smart VR Viewer wireless tethering
	802.11ad/y, 5G sidelink, etc.
	External
	XR device or Split
	Internal
	2-3 W

	XR5G-V4
	VR HMD Standalone
	n/a
	XR device
	XR device or Split
	Internal
	3-7 W

	XR5G-A1
	Simple AR Wearable Glass wired tethering
	USB-C
	External
	External
	External
	1-3 W

	XR5G-A2
	Simple AR Wearable Glass wireless tethering
	802.11ad/y, 5G sidelink. etc.
	External
	External
	Internal
	0.5 – 2 W

	XR5G-A3
	Smart AR HMD see-through standalone
	n/a 
	XR device
	XR device or Split
	Internal
	3-7 W

	XR5G-A4
	AR Wearable Glass standalone
	n/a
	XR device
	XR device or Split
	Internal
	2 - 4 W 

	XR5G-A5
	Smart AR Wearable Glass wireless tethering
	802.11ad/y, 5G sidelink. etc.
	External
	XR device or Split
	Internal
	0.5 – 2 W



As described in TR 26.928 [1], when designing media processing, XR functionality and 5G connectivity, it is important to understand the power consumption of different components that are possibly integrated in XR devices. The following should be considered:
· Tracking and Sensing
· 3DoF tracking may be done with low power consumption, e.g., below 1 Watt
· 6DoF tracking involving for example, capturing cameras, LEDs for eye and hand tracking, etc. are more power-consumption intense
· Display
· Display power consumption is critical and depends on the device. 
· Display power consumption can be in the range of 0.3W up to 1W
· Render (GPU)
· The power consumption of the GPU depends on frame rates, resolution, display technology
· The power consumption can be from several mWatt to several Watt depending on the use case
· Compute and Media Processing (CPU)
· Similar observation as for the GPU
· If encoding is involved, power consumption is typically higher.
· Connectivity
· The power consumption of wireless connection such as 5G depends on several factors including bitrates, distance from radio access network, channel conditions, frequency range, etc.
· The power consumption can be from several mWatt to several Watt depending on the use case.
Observation 5: The potential impacts of XR Device Types and power saving requirements needs further investigated.
The potential high layer related enhancements for XR and cloud gaming may include the following aspects:
· QoS and QoE related enhancements: e.g. more flexible 5QIs and new 5QI support, QoE measurement metrics design. 
· The synchronization of multiple streams and importance handling for different frame types/different packets of the same frame types may have impact on QoS framework design and MAC scheduling.
· Cross-layer interaction between RAN AS layer and higher layers above RAN, e.g. TCP related cross layer optimization, codec related optimization.
· The potential impacts of XR Device Types and power saving requirement need further investigation.
As discuss above, for some XR application (e.g. Raster-based Split Rendering with Pose Correction), the DL data rate could be 50-100 Mbps with low latency e.g. 10ms end to end latency requirement.   While packet error rate should be less than 10E-4/10E-5. The challenge of XR and cloud gaming with requirements is to support broadband URLLC (eMBB + URLLC) services.
Observation 6: RAN1 continues to evaluate the challenges of XR and cloud gaming with requirements of high data rate and low latency.
3	Conclusion
In this paper, we try to discuss the potential high layer related enhancements for XR and cloud gaming with following observations and proposals.
Observation 1: To support VR2/AR1/AR2/CG, RAN needs to consider QoS and QoE related enhancements depending on SA4/SA2 progress.
Observation 2: For VR1 adaptive streaming, TCP related cross layer optimization can be considered to improve end to end performance.
Observation 3: Close interactive between XR formats/codec and RAN AS may be helpful to improve the performance of XR services.
Observation 4: The synchronization of multiple steams and importance handling for different frame types/different packets of the same frame types may have impact on QoS framework design and MAC scheduling.
Observation 5: The potential impacts of XR Device Types and power saving requirement need further investigated.
Observation 6: RAN1 continue to evaluate the challenges of XR and cloud gaming with requirements of high data rate and low latency.
1. The potential high layer related enhancements for XR and cloud gaming may include the following aspects:
· QoS and QoE related enhancements: e.g. more flexible 5QIs and new 5QI support, QoE measurement metrics design. 
· The synchronization of multiple steams and importance handling for different frame types/different packets of the same frame types may have impact on QoS framework design and MAC scheduling.
· Cross-layer interaction between RAN AS layer and higher layers above RAN, e.g. TCP related cross layer optimization, codec related optimization.
· The potential impacts of XR Device Types and power saving need further investigation.
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