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1
Introduction

At the 3GPP TSG RAN #70 meeting, the Study Item description on "Scenarios and Requirements for Next Generation Access Technologies" was approved [1]. A skeleton TR [7] for this study was submitted to TSG RAN #70 and a further discussion on the document structure has taken place on the reflector. 
This contribution identifies certain requirements to be added as text to the TR for this study item covering the following sections:
· “Requirements for architecture and migration of Next Generation [Radio] Access Technologies”
· Positioning
· Spectrum
2
Discussion

2.1
Requirements for architecture and migration of Next Generation [Radio] Access Technologies 

The NGMN 5G white paper defines the challenges for the Next Generation (NG) Access Technology [2]. 5G should “enable a fully mobile and connected society and to empower socio-economic transformations in countless ways many of which are unimagined today, including those for productivity, sustainability and well-being….It should include by design embedded flexibility to optimize the network usage, while accommodating a wide range of use cases, business and partnership models. The 5G architecture should include modular network functions that could be deployed and scaled on demand, to accommodate various use cases in an agile and cost efficient manner.”
E-UTRAN architecture was designed with the intent to reduce complexity by minimising interfaces and limiting options. All RAN functions were consolidated into one RAN node, the eNode B. This enabled a fast specification and deployment, but a number of constraints have arisen over time:

· The implementation of inter-site cooperation features that benefit from some level of centralization has led to proprietary interfaces being used between nodes supporting the split eNode B functions, which subsequently led to lengthy work on providing some inter-site coordination functionality for an inter-vendor environment.
· The transport requirement of these proprietary interfaces can be very demanding. In the case of Centralized-RAN implementations that provide the maximum cooperation flexibility, the transport requirements require low delay fibre links that become increasingly challenging to support with increasing levels of carrier aggregation and with increasing number of antenna ports and/or new cells. 
· Providing differentiated functionality for different traffic types in a consistent way within a multivendor environment is challenging. LTE allow the adaption of network functionality according to traffic type or subscriber type through the use of QCI or SPID indicators; but as the associated functionality is embedded in a single vendor node, achieving consistent functional implementation in a multivendor environment is challenging.
Greater flexibility is needed for NG system architecture that avoids the monolithic approach of fixing functions within particular nodes and defining fixed physical interfaces between them. Instead, the network functionality should be decomposed into different network functions and interfaces should defined between the different functions to allow both a geographic separation of the functions when that is appropriate, or provision of the function by different vendors but operating in the same point in the network [3]. However ,unnecessary divisions of closely-interacting functionality will lead to complex interface specification, and so the right level of decomposition needs to be found that  provide the needed flexibility without excessive standardization and testing complexity  
The implementation of this should be assisted by Network Function Virtualization (NFV) [4], where certain network functionality is provided by a set of Virtualized Network Functions (VNFs).
A key capability that should exploit the functional decomposition is Network Slicing [2, 5, 6]. Network Slicing should allow different logical networks to be implemented on a common infrastructure, to support both the variety of use cases and different business partnerships anticipated. The creation of a network slice instance in the NG access should enable a combination of characteristics relating to the logical network set up for the slice, such as different placement (s) of network function, variation in functionality applied, a dedication or resources when needed and a separated operation and management entity.   
A number of requirements relating to  Network Slicing and Functional Decomposition are detailed further below. 
Requirement 1: The NG access architecture shall support network slicing, allowing different logical networks to utilise the same network infrastructure. The logical networks can either support different use cases or different business partnerships (e.g. network sharing, XaaS). 

A flexible placement of functions across the NG infrastructure equipment should be allowed, depending upon the requirements of a network slice.     
Requirement 2: The NG access network architecture shall allow a flexible distribution of functions across different network equipment locations depending upon the requirements of a network slice. This shall be enabled by the support of fully-standardized interfaces between different network functions.
Different network slices will have different functional requirements. For instance a massive MTC network slice may have relaxed requirements on mobility (e.g. no handover needed) but require simpler and more efficient signalling and other protocols. It should therefore be possible to configure different network functionality for different slices. This should allow different network slices to use either a different VNF variant, or it should allow differentiated functionality within a VNF - which of these methods is to be used this needs further study. 
Requirement 3: Network functionality variation depending upon network slice shall be supported. 
The feasibility of providing UE functionality variation through support of programmable functions within the UE depending upon network slice is an interesting extension of the concept that should be discussed within the industry, but it seems inappropriate for 3GPP to progress this at this time. 

Some network slice instances may need to be isolated from other slices by providing them with dedicated resources. For example, where very high reliability is required, e.g. for critical communication services, it may be necessary to dedicate certain critical resources, e.g. random access channels, or even whole blocks of spectrum. However, it is generally expected that it will be beneficial to share the radio resources between network slice instances to maximise the instantaneous resources available to a particular network slice instance.
Requirement 4: Network slicing shall allow network resources and their associated functions to be either dedicated to a particular network slice instance or shared by several network slice instances.
As each network slice instance can be considered a distinct logical network, it will need a customized configuration and separate performance management.
Requirement 5: The network slicing shall allow separate operation and management (e.g. parameter configuration and performance management) per network slice instance.
NG access networks are expected to be very heterogeneous using a large variety of cell types (macro, micro, outdoor pico, indoor pico and femto). It should be possible to implement consistent control plane (CP) functions across the different cell types, and therefore control plane functionality should be separated from user plane (UP) functionality using standardized open interfaces and independent scalability of the UP and CP resources. The split of CP and UP should follows Software Defined Networking (SDN) principles. The control plane functions should be developed as VNFs to support introduction on NFV capable RAN nodes.
Requirement 6: All control plane functions should be separated out from user plane functions via standardized open interfaces.
A increasing level of NFV-based virtualization of the NG access network is expected over time. However virtualization of the lower layer access functions will challenging due to strict timing requirement and other performance aspects, especially in case of UP functions. The use of non-virtualized hardware therefore cannot be ruled out. But the control plane function are more suitable for virtualization, and a complete virtualization of CP is envisaged as a enabler of multivendor SDN, given sufficient processing resources. 
Requirement 7: It shall be possible to make all control plane functions virtualized network functions (VNFs) capable of running in NFV compliant processing resources. 
Requirement 8: The NG access architecture should support scalable NFV capabilities allowing the hosting of NG Core Network functions and Edge Computing applications on the same infrastructure equipment as the NG access VNFs. 
Substantial amounts of low frequency spectrum allowing a wide-area rollout may not available for the NG access network when it is first deployed. Therefore an evolved LTE-Advanced Pro network is expected to provide an important baseline component of the overall 5G system. It will be necessary to aggregate the NG access to LTE-Advanced Pro access in order to ensure the NG access offers performance benefits. 
Requirement 9: The NG access network shall support an integration with E-UTRAN to allow aggregation of LTE Advanced Pro access with NG access. This shall be supported for both co-located and non-colocated site deployments.  
The NG access network should efificiently support connectivity of a UE through multiple transmission points (TPs), both co-located and non-colocated. That should enable an aggregation of  NG carriers similar to the functionalities offered by Carrier Aggregation and Dual Connectivity in LTE. It should also enable a separation of control plane signalling and user plane data onto carriers from different TP sites.        
Requirement 10: The NG access network shall support connectivity through multiple transmission points, either co-located or non-colocated.  This shall allow an aggregation of NG carriers using similar methods as Carrier Aggregation and Dual Connectivity in LTE, and it shall enable a separation of control plane signalling and user plane data onto carriers from different TP sites.
Requirement 11: The NG access network shall support packet-based real-time and conversational class traffic. 

NG access is expected be part of converged fixed & mobile network supporting both wired and wireless devices. This should allow for an aggregation of the NG wireless access to wired access technologies to boost the performance of fixed connection. The appropriate point for the aggregation needs further study by SA2 and it maybe within the NG access network or elsewhere. It will nonetheless be important to provide an effective single solution, avoiding the specification of multiple solutions as seen for WLAN integration with LTE-A/EPC.  

Requirement 12: The NG network shall support a convergence of fixed and mobile access, including the aggregation of NG access to fixed wired access. 

The wide range of spectrum bands with diverging characteristics and possibly different usage for service types (mMTC, eMBB) may make it necessary to standardise several air interfaces for the NG access network. In this case a harmonization of the MAC upper layers is required.    
Requirement 13: If it is needed to define  several air interfaces, the MAC and higher layers shall be harmonized as much as possible.
The mitigation of intercell interference is expected to play an important role in improving the performance of the NG access network. In LTE-Advanced Rel-12, the X2 interface was enhanced for the support of CoMP over non-ideal backhaul, allowing the introduction of a centralized scheduling coordinator as well as distributed methods. The NG access network should support such a capability from the beginning. 
Requirement 14: The NG access architecture shall support interfaces supporting effective inter-site scheduling coordination to reduce inter-site interference.
2.2

Positioning support
Emergency services in many countries require positioning capabilities ranging from the cell ID used to set up and route the call, to highly precise location methods used to accurately direct first responders.  In 5G it is expected that a UE can be connected to several cells simultaneously, and the cell ID may be replaced by more generalised network identifiers.  In this case (for purposes of emergency call routing) it is necessary that an equivalent positioning capability is provided.  In addition, high accuracy positioning methods, such as those provided by legacy 3GPP positioning technologies, must be supported.
Requirement 14:  The NG access network shall support, as a minimum, the positioning methods and the levels of accuracy as standardized for the LTE network. The need for increased accuracy in specific scenarios if FFS. 
2.3

Spectrum
Requirement 15: The radio interface(s) of the NG access network shall be designed to operate in a wide spectrum range with a diverse range of characteristics, such as bandwidths and propagations conditions. They should support different spectrum usage types dependent on regulatory frameworks with primary focus on dedicated licensed spectrum, but also shared licensed bands as well as unlicensed spectrum use.
3
Conclusion

In this paper we identified a series of  architectural requirements for the Next Generation [Radio] Access Technologies, we expressed the need for an efficient support of positioning within the NG Access Technologies, and we outlined the potential spectrum usage for the NG Radio Access.

RAN is asked insert the above list of requirements into the TR on  ‘Scenarios and Requirements for Next Generation Access Technologies’. A respective text proposal is appended.
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Appendix: 
Text proposal for TR on Scenarios and Requirements for  Next Generation Access Technologies
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Requirements for architecture and migration of Next Generation Radio Access Technologies

The NG access architecture shall support network slicing, allowing different logical networks to utilise the same network infrastructure. The logical networks can either support different use cases or different business partnerships (e.g. network sharing, XaaS). 

The NG access network architecture shall allow a flexible distribution of functions across different network equipment locations depending upon the requirements of a network slice. This shall be enabled by the support of fully-standardized interfaces between different function blocks.

Network slicing shall allow network resources and their associated functions to be either dedicated to a particular network slice instance or shared by several network slice instances.

The network slicing shall allow separate operation and management (e.g. parameter configuration and performance management) per network slice instance
All control plane functions should be separated out from user plane functions via standardized open interfaces.

It shall be possible to make all control plane functions virtualized network functions (VNFs) capable of running in NFV compliant processing resources. 
The NG access architecture  should support scalable NFV capabilities allowing the hosting of NG Core Network functions and Edge Computing applications in the same infrastructure equipment as the NG access VNFs. 

The NG access network shall support an integration with E-UTRAN to allow aggregation of LTE Advanced Pro access with NG access. This shall be supported for both co-located and non-colocated site deployments.  

The NG access network shall support connectivity through multiple transmission points, either co-located or non-colocated.  This shall allow an aggregation of NG carriers using similar methods as Carrier Aggregation and Dual Connectivity in LTE, and it shall enable a separation of control plane signalling and user plane data onto carriers from different TP sites.
The NG access network shall support packet-based real-time and conversational class traffic. 

If it is needed to define  several air interfaces, the MAC and higher layers shall be harmonized as much as possible.

The NG access architecture shall support interfaces supporting effective inter-site scheduling coordination to reduce inter-site interference.
9
Service, network operation and general requirements

9.1
Multimedia Broadcast/Multicast System
9.2
Positioning support
 The NG access network shall support, as a minimum, the positioning methods and the levels of accuracy as standardized for the LTE network. The need for increased accuracy in specific scenarios if FFS. 
9.3
Network synchronization

9.4
Spectrum
The radio interface(s) of the NG access network shall be designed to operate in a wide spectrum range with a diverse range of characteristics, such as bandwidths and propagations conditions. They should support different spectrum usage types dependent on regulatory frameworks with primary focus on dedicated licensed spectrum, but also shared licensed bands as well as unlicensed spectrum use.

9.5
Co-existence and interworking with legacy RATs
9.5
Requirements for architecture and migration of Next Generation Radio Access Technologies
8.6
Radio Resource Management requirements

8.7
Complexity requirements

8.8
Cost-related requirements

8.9
Service-related requirements

8.10
Energy-related requirements

8.11
 Network operation-related requirements 

8.12
 Security-related requirement relevant for Radio Access 
8.13
Others

