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Introduction
In RAN#98e [1], device categorization, grouping method of SA use cases, characteristics for deployment scenarios are discussed. In this contribution, we will continue discuss on categorizations for ambient IoT devices, grouping of SA use cases, and deployment scenarios and their characteristics. In addition, RAN design targets, and required functionalities are also discussed.
Device categorization 
In RAN#98e, following agreements are made on device categorization for Ambient IoT devices.
	Working assumption:
This framework is used to categorize energy storage:
· Storage 1: no storage at all
· Storage 2: Up to E1 joules
· Storage 3: Up to E2 joules
FFS: In RAN#99 value(s) of E1, E2 and it is possible that E1=E2, in which case we have only two storage categories. Note in this case that storage 2 and 3 could be replaced by a single description such as “limited energy storage”, instead.
Agreement:
The following set of Ambient IoT devices are considered in the SI:
· Device A: No energy storage, no independent signal generation, i.e. backscattering transmission
· Device B: Has energy storage, no independent signal generation, i.e. backscattering transmission. Use of stored energy can include amplification for reflected signals
· Device C: Has energy storage, has independent signal generation, i.e. active RF component for transmission 
FFS: Whether to include device function
FFS: Whether to include a target maximum power consumption for each device
FFS: Whether/how to describe what stored energy is used for (in addition to the statement for Device B)
FFS: if combination of these devices will be considered.


With energy storage, it effectively helps to increase the transmission power of ambient IoT devices, i.e., amplification of the reflected signals in device B type as well as generating independent signal in device C type. Generally, the energy required for amplifying backscattering transmissions might be different from that required for generating signal independently, which depends on the target transmission target, the implementation hardware, as well as other factors, e.g., cost, device size, etc. Therefore, there is no motivation to force E1=E2. 
Furthermore, the value(s) of E1 and E2 are related to many aspects including peak transmission power, continuous transmission time, energy conversion ratio, power consumption of device hardware, etc. Even for the same device type with same peak power consumption, the energy storage can be different to support different duty cycles in applications. Therefore, defining the exact value(s) of E1 and E2 is not necessary during the study.
However, it might be useful to discuss if the different energy storage capabilities would imply different functionalities to be supported by the system. For example, a device with limited energy storage capability may be temporarily unavailable for communication due to shortage of energy. A device with sufficient energy storage capability can be assume to be always available for communication. Since the different energy storage can be supported for the same device type, these two energy storage capability levels can be introduced to each of Device B and Device C.
[bookmark: OB1]Observation 1: The energy storage capability can be different not only for the different device types but also for the same device type.
[bookmark: PP1][bookmark: _GoBack]Proposal 1: No need to further define the exact values for E1 and E2. If needed, consider the following definition for Storage 2 and Storage 3 devices for each of Device B and Device C:
· A Storage 2 device has limited energy storage capability and therefore may be temporarily unavailable for communication due to shortage of energy
· A Storage 3 devices has sufficient energy storage capability and therefore assumed to be always available for communication. 
Grouping of SA Use cases
In TR 22.840 [2], nearly 30 use cases for Ambient IoT are included for different applications, and it is not realistic to go through all these use cases in RAN study. In last meeting, following agreements are made on grouping of use cases.
	Agreement:
· Define the groups of Grouping A as follows, as a start point:
· Indoor
· Outdoor
· Indoor/outdoor
· Define the groups of Grouping B as follows, as a start point:
· Inventory
· Sensors
· Positioning
· Command
· Whether to incorporate Grouping A and Grouping B according to Approach 1 (include both separately) or Approach 2 (Group first by A, and second by B) will be decided in RAN#99.
· Mapping of SA1 use cases to the groups of each grouping will be discussed in the next meeting, including whether RAN needs to attempt that mapping, or only has to define the groups.


Both grouping A and grouping B above are useful for RAN study. Grouping A categorizing indoor/outdoor can facilitate discussion on KPI and connection topology. For example, the coverage required for indoor scenarios are typically shorter than that for outdoor, and some connection topologies with assistant node/intermediate node for coverage extension purposes may be more applicable for outdoor scenarios. 
While grouping B categorizes the use cases according to the different service types, this grouping method can provide guidance for discussion on required functionalities for each service type. For example, the procedures supporting inventory of large number of A-IoT devices are required for inventory use cases. While mechanisms for periodic or triggered reporting from sensors with A-IoT devices should be supported for sensor use cases. The detailed functionalities are discussed in section 6.
Since RAN SI will study KPI (RAN design targets), scenario characteristics, required functionalities and etc., Including both grouping A and grouping B separately are beneficial for further discussion for different topics. 
[bookmark: OB2]Observation 2: Grouping A categorizing indoor/outdoor can facilitate discussion on RAN design targets and connection topology, while grouping B can provide guidance for discussion on required functionalities for the different services.
[bookmark: PP2]Proposal 2:  Include both grouping A and grouping B separately in the study.
The mapping of SA use cases using group A and group B, are provided in Table 1 and Table 2 respectively.
Table 1. Mapping SA use cases to the groups of grouping A
	indoor
	Section 5.1 Automated warehousing
Section 5.5 Intralogistics in automobile manufacturing
Section 5.6 Ambient IoT sensors in smart homes
Section 5.10 Ranging for Ambient IoT
Section 5.13 Base Station Machine Room Environmental Supervision
Section 5.14 Positioning in shopping centre using Ambient IoT
Section 5.15 Smart laundry
Section 5.20 Smart Agriculture
Section 5.21 Museum Guide
Section 5.23 Smart pig farm
Section 5.29 Device Permanent Deactivation

	outdoor
	Section 5.22 Smart grazing dairy farming
Section 5.24 Smart manhole cover safety monitoring
Section 5.25 Smart bridge health monitoring
Section 5.19 Forest Fire Monitoring
Section 5.22 Smart grazing dairy farming
Section 5.24 Smart manhole cover safety monitoring
Section 5.25 Smart bridge health monitoring

	Indoor & outdoor
	Section 5.2 Medical instruments inventory management and positioning
Section 5.3 Ambient IoT devices in substations in smart grids
Section 5.4 Non-Public Network for logistics
Section 5.7 Airport terminal / shipping port
Section 5.8 Finding Remote Lost Item
Section 5.9 LCS for Ambient IoT (absolute positioning)
Section 5.11 Online modification of medical instruments status
Section 5.12 Personal belongings finding
Section 5.16 Automated supply distribution
Section 5.17 Device Activation and Deactivation
Section 5.18 Fresh Food Supply Chain
Section 5.26 Elderly Health Care
Section 5.27 End-to-end logistics
Section 5.28 Pressure Powered switch
Section 5.30 Controller in smart agriculture


Table 2. Mapping SA use cases to the groups of grouping B
	Inventory 
	Section 5.1 Automated warehousing
Section 5.2 Medical instruments inventory management and positioning
Section 5.3 Ambient IoT devices in substations in smart grids
Section 5.4 Non-Public Network for logistics
Section 5.5 Intralogistics in automobile manufacturing
Section 5.7 Airport terminal / shipping port
Section 5.11 Online modification of medical instruments status
Section 5.15 Smart laundry
Section 5.16 Automated supply distribution
Section 5.18 Fresh Food Supply Chain
Section 5.20 Smart Agriculture
Section 5.23 Smart pig farm
Section 5.22 Smart grazing dairy farming
Section 5.24 Smart manhole cover safety monitoring
Section 5.25 Smart bridge health monitoring
Section 5.27 End-to-end logistics

	Sensor
	Section 5.6 Ambient IoT sensors in smart homes
Section 5.8 Finding Remote Lost Item
Section 5.13 Base Station Machine Room Environmental Supervision
Section 5.20 Smart Agriculture
Section 5.23 Smart pig farm
Section 5.19 Forest Fire Monitoring
Section 5.22 Smart grazing dairy farming
Section 5.24 Smart manhole cover safety monitoring
Section 5.25 Smart bridge health monitoring
Section 5.28 Pressure Powered switch

	Positioning
	Section 5.1 Automated warehousing
Section 5.2 Medical instruments inventory management and positioning
Section 5.3 Ambient IoT devices in substations in smart grids
Section 5.5 Intralogistics in automobile manufacturing
Section 5.9 LCS for Ambient IoT (absolute positioning)
Section 5.10 Ranging for Ambient IoT
Section 5.11 Online modification of medical instruments status
Section 5.12 Personal belongings finding
Section 5.14 Positioning in shopping center using Ambient IoT
Section 5.16 Automated supply distribution
Section 5.18 Fresh Food Supply Chain
Section 5.21 Museum Guide

	Command
	Section 5.17 Device Activation and Deactivation
Section 5.26 Elderly Health Care
Section 5.29 Device Permanent Deactivation
Section 5.30 Controller in smart agriculture


Deployment Scenario and characteristics
In this section, we will discuss remaining issues on connection topology and traffic assumptions, and provide deployment and characteristics for the representative use cases provided in section 3.
Connection topology for ambient IoT deployments
In last meeting, following agreements are made on connection topologies. 
	Agreement:
· Topology (1): BS <-> Ambient IoT device 
· NOTE 1: Includes the possibility of BS Rx and BS Tx in different BSs
· Topology (2): BS <-> intermediate node <-> Ambient IoT device 
· NOTE 1: Intermediate node can be relay, IAB, UE, repeater, etc. which is capable of ambient IoT
· Topology (3): BS <--> assisting node <-> Ambient IoT device <-> BS 
· NOTE 1: Assisting node can be relay, IAB, UE, repeater, etc. which is capable of ambient IoT
· FFS: If the two BS can be different
· Topology (4): UE <-> Ambient IoT device
· FFS: Topology (5) UE <-> Ambient IoT device <-> {BS or UE}
NOTE: For potential topology (5), discuss its relation with other topologies, its necessity, etc. in RAN#99.
NOTE for all topologies: The Ambient IoT device may be provided with carrier wave from another node(s) either inside or outside the topology
NOTE for all topologies: The links in each topology may be bidirectional or unidirectional
FFS: Whether to consider combination of different topologies in the study.
FFS: BS, UE, or assisting node could be multiple BSs, UEs or assisting nodes, respectively.


The above topologies include many possible connectivity options, and it seems there are overlapping topologies among these options. Further clarification on the details for each topology is needed for better understanding and distinguishing these topologies.
In these topologies, whether each connection link is bi-directional or unidirectional should be further clarified. Bi-directional/unidirectional may not be applicable for some of the connection links among these topologies. 
For topology 2, both of the connection link between intermediate node and A-IoT device and the connection link between BS and intermediate node should be bi-directional. NW may indicate the intermediate node to communicate with the A-IoT device, and the intermediate node may forward the information obtained from the A-IoT device to the NW.
For topology 3, if the connection link between assisting node and A-IoT device and the connection link between A-IoT and BS are bidirectional, it will be overlapped with topology 2. In our understanding, topology 3 is mainly for backscattering transmission with the transmitter and receiver different. Specifically, the communication between assisting node and A-IoT device should be unidirectional, i.e., from assisting node to A-IoT device or vice versa. With the control signaling and/or carrier wave transmitted from assist node, the A-IoT device shall transmit the information to the BS. While the connection link between BS and assisting node can be bidirectional for control information transmission. In addition, it is our understanding that the two BSs should be the same for topology 3 and the case with different BSs are not considered further. 
[bookmark: PP3]Proposal 3: Clarify that the link between intermediate node and A-IoT device should be bi-directional in topology 2, and the link between assisting node and A-IoT device should be unidirectional in topology 3. In addition, the two BSs should be the same for topology 3. 
For topology 4, the connection between UE and ambient IoT device should be bidirectional. Furthermore, the difference between topology 2 (with UE as intermediate node) and topology 4 needs to be clarified. In our understanding, the communication between UE and A-IoT device may work with or without 5G network involvement. The communication between UE and A-IoT device can be controlled by application, connection between UE and gNB is not mandatory. In our understanding, in topology 4, the data collected by the UE from Ambient IoT devices can be transferred to application server as user plane data therefore it does not require BS changes. 
[bookmark: PP4]Proposal 4: Clarify that in topology 4 the data collect by the UE from Ambient IoT devices can be transferred to application server as user plane data therefore does not require BS changes.
Topology 5 can be understood as an option that A-IoT device support communication with either BS or UE at given time but not simultaneously, which can be considered as combination of topology 1 and topology 4. Based on such understanding, there is no need to define topology 5 additionally 
[bookmark: OB3]Observation 3: Topology 5 can be considered as the combination of topology 1 and topology 4 therefore no need to be defined additionally. 


[bookmark: _Ref83904475]Figure 1. Further Clarification on Connection topologies for Ambient IoT
· Applicability of the topologies for the deployment scenario.
Topology 1 is applicable to many SA1 use cases, especially for the use cases with the existing gNB sites available. However, upgradations of the existing sites are needed to support ambient IoT functionalities. 
Topology 2 provides advantages for coverage extension and easier deployment. With nearby intermediate node (e.g., relay, repeater, UE), the A-IoT devices can be reachable to the 5G network. Besides, it is not clear whether Ambient IoT functions can be co-existed with the existing sites, since reception of backscatter signalling may require additional hardware change at reader. New sites or UEs deployed dedicated to serve A-IoT devices may avoid hardware changes to the existing sites.
In addition to relay, IAB and repeater, UE can also be used as intermediate node for some vertical use cases. The node which communicates with the A-IoT devices may be not a typical cell phone from the device form perspective, but the communication protocol used can be the same as that of the cell phone. For example, for Smart laundry (section 5.15 of 22.840), the communication module can be integrated in the washing machine, and for Automated warehousing (section 5.1 of 22.840), the communication module can be integrated in the gate of the warehouse.
Topology 3 can also be considered for coverage extension for cases out of network range. As mentioned in end-to-end logistics (section 5.27 of 22.840), ‘the delivery driver uses a handheld device to trigger the A-IoT device on the box to send its ID to the network’. In this case, UE is used as the assisting node in topology 4. Besides, Topology 3 has advantages on achieving better coverage, as shown in [3]. Hence, topology 3 can be considered for outdoor use cases.
[bookmark: OB4]Observation 4: Topology 2 and topology 3 can improve the communication performance (i.e. coverage) use cases where topology 1 may apply.
Topology 4 is typically used in use cases to improve personal user experience, and the service is typically provided/controlled by application server. For example, personal belonging finding (section 5.12 of 22.840), positioning in shopping center using Ambient IoT (section 5.14 of 22.840).
Traffic Assumption
In previous meeting, traffic assumption for A-IoT use cases are discussed, and the following conclusion were made.
	Conclusion 4-6
FFS: whether the TR will describe different types of device-terminated traffic, e.g. Device-Terminated command and Device-Terminated reporting trigger, and whether to describe relationships between device-originated and device-terminated traffic, etc.


One of the controversial points of above conclusion is whether the device terminated traffic and device originated traffic are defined from high layer perspective or from lower layer signaling flow perspective. In NR, MO and MT are defined for transmission between NW and UE, while the definition is from higher layer traffic flow perspective. MO and MT traffic means the data flow is originated from UE or transmitted to a UE. 
In our understanding, Device-Terminated (DT) and Device-Originated (DO) traffic in previous conclusion are mainly defined from lower layer signaling flow perspective, which may not strictly map to existing MO/MT traffic. For Device-Terminated traffic, it means the procedure for the data transmission is triggered by BS/UE, and A-IoT devices execute corresponding actions only when triggered. While the Device-Originated means, the procedure is initiated by A-IoT devices from lower layer, and the transmission can be performed without triggering from BS/UE.
Except for the differences in device type, the MO/MT traffic does not directly correspond to DO/DT. For example, for transmission of data (e.g., sensor data) from A-IoT devices to NW, it can be considered as ‘MO’ traffic, while the transmission procedure can be either triggered by BS/UE, or initiated by the A-IoT devices when condition is met. Hence, higher layer ‘MO’ traffic, i.e., data flow from A-IoT device to NW/UE, can be supported by both device-terminated traffic or device-originated traffic defined from lower layer signaling perspective. Traffic assumption defined from lower layer signaling flow perspective is preferred since it is more relevant to RAN WG study on procedures to support different service types. 


Figure 2. ‘MO’ traffic supported by device terminated reporting trigger and device originated procedure
[bookmark: OB5]Observation 5: Device terminated procedure and device originated procedure are defined from lower layer signaling perspective.
[bookmark: OB6]Observation 6: Higher layer ‘MO’ traffic, i.e., data flow from A-IoT device to NW/UE, can be supported by both device-terminated procedure or device-originated procedure defined from lower layer signaling perspective.
Note that, support of device originated procedure is not limited to Active device type (device C) only, which is capable of independent signal generation. Device A and Device B, which relies on backscattering of carrier wave, can also support device originated procedure initiate from A-IoT device. For example, the carrier wave can be made available continuously or in predefined time occasions, based on which A-IoT devices can also originate the reporting by backscattering of the carrier wave.
[bookmark: OB7]Observation 7: Support of Device originated procedure is not limited to Active device type (device C) only, i.e. the device capable of independent signal generation.
· Device A and Device B, can also support Device originated procedure if carrier wave is available.
For inventory use cases, reception and transmission at A-IoT devices are usually triggered by NW/UE, hence device terminated traffic can be assumed for inventory use cases. Similarly, typical command use cases and positioning use cases can be also classified as device terminated traffic.
While for sensor use cases, the data reporting can be DL triggered reporting or autonomous reporting. For DL triggered reporting, the data reporting from sensors is triggered from NW/UE, the traffic is device terminated. For autonomous reporting, including periodical reporting and event triggered reporting, the data reporting is initiated by A-IoT devices, which should be considered as device originated traffic.
[bookmark: OB8]Observation 8: Sensor data reporting can be supported by triggered reporting or autonomous reporting, belonging to device terminated reporting trigger and device originated reporting procedures, respectively.
Another controversial point is whether to further distinguish device terminated traffic to subtypes, i.e., device terminated reporting trigger and device terminated command. The difference is whether there is information reporting from A-IoT device. For inventory use cases and sensor use cases in which the data reporting is triggered by NW/UE and the A-IoT devices report accordingly, the traffic can be assumed as device terminated reporting trigger, and the traffic for command use cases can be classified as device terminated command. 
[bookmark: OB9]Observation 9: For Device terminated traffic with data reporting from A-IoT device, the traffic is categorized as Device-terminated reporting trigger. Otherwise, it is categorized as Device-terminated command.
However, it is not clear whether positioning use case belongs to device terminated command or reporting trigger before the solutions are identified. It is possible that A-IoT device may report information to gNB/UE to assist calculation of the position. Hence, we can leave the traffic assumption for positioning use cases as ‘device terminated’ without further classification.
[bookmark: PP5]Proposal 5: Leave the traffic assumption for positioning use cases as ‘device terminated’ without further classification.
Besides, to support device-terminated commands for A-IoT devices either RAN-specified commands or user/application-defined commands are possible. For activation/deactivation of A-IoT devices (section 5.17 of Device Activation and Deactivation), the command signaling and procedures should be specified. While for some controller/actuator use cases, the command and corresponding action may be user/application dependent, such user/application dependent command may be delivered to A-IoT devices via control channel or data channel. Use cases with both types of command can be classified into command use cases.
[bookmark: OB10]Observation 10: Both RAN-specified commands and user/application-dependent commands can be studied for the use cases requiring device-terminated commands.
In the command use cases, the command is sent to A-IoT device (section 5.17, 5.26, 5.29, 5.30) which belongs to device terminated traffic. 
Based on above discussion, we have following proposals for mapping the traffic assumptions to use cases group.
[bookmark: PP6]Proposal 6:  Traffic assumptions for A-IoT use cases are defined from lower layer signalling flow perspective. 
· Device-terminated reporting trigger is applicable for inventory use cases and sensor use cases in which data reporting is triggered by BS/UE.
· Device-Originated procedure is applicable for sensor use case in which data reporting is autonomous triggered from A-IoT devices, including event triggered and periodic reporting.
· Device-terminated command is applicable to use cases with RAN-specified commands and/or user/application-dependent commands.
Deployment Scenario and characteristics for each use case
In this section, we discuss the deployment scenarios and their characteristics for the three types of use cases as classified in section 3.
In Table 2-Table 8, the characteristics are provided according to the following rules.
· Indoor or outdoor is determined according to use case description, also summarized in section 3. Use cases, applicable to both indoor & outdoor, are summarized to each table for indoor and outdoor, not separately summarized.
· Pico cell is assumed for indoor, Macro/Micro cell for outdoor.
· Connection topology is determined based on the analysis in section 4.1.
· Both licensed TDD/FDD are applicable, the applicability for unlicensed spectrum are considered applicable for indoor use cases for A-IoT in industry use cases where other networks are absent in this spectrum. 
· For coexistence with existing 3GPP technologies, both existing sites and new sites can be considered for topologies with BS.
· Traffic assumption is determined following previous discussion in section 4.2.
[bookmark: PP7][bookmark: _Ref129512413]Proposal 7: Adopt the deployment scenario and characteristics for the representative use cases provided in Table 3-Table 8 in RP-230368.
[bookmark: _Ref129582946]Table 3. Deployment scenarios and characteristics for inventory + indoor use cases
	Applicable representative use cases
	Characteristic
	Description

	Inventory + indoor
	Environment (of device)
	Indoor

	
	Base station characteristic (if any)
	Pico

	
	Connectivity topology
	Topology 1
Topology 2 with BS/UE as intermediated node (Note 1)

	
	Spectrum
	licensed TDD/FDD and unlicensed

	
	Coexistence with existing 3GPP technologies
	Existing sites
New sites 

	
	Traffic assumption
	Device terminated triggered reporting

	Note 1: Topology 2 is applicable for Automated warehousing (section 5.1), medical instruments inventory management and positioning (section 5.2), smart laundry (section 5.15), Smart Agriculture (section 5.20), automated supply distribution (section 5.16).


Table 4. Deployment scenarios and characteristics for inventory + outdoor use cases
	Applicable representative use cases
	Characteristic
	Description

	Inventory + outdoor
	Environment (of device)
	Outdoor

	
	Base station characteristic (if any)
	Macro/micro

	
	Connectivity topology
	Topology 1
Topology 2 with BS/UE as intermediated node (Note 1)
Topology 3 with BS/UE as assist node (Note 1)

	
	Spectrum
	licensed TDD/FDD

	
	Coexistence with existing 3GPP technologies
	Existing sites
New sites

	
	Traffic assumption
	Device terminated triggered reporting

	Note 1: For outdoor use cases, new BS sites/UE can be deployed as intermediate node or assist node for coverage extension or simplify BS implementation.


Table 5. Deployment scenarios and characteristics for sensor + indoor use cases
	Applicable representative use cases
	Characteristic
	Description

	Sensor+ indoor
	Environment (of device)
	Indoor 

	
	Base station characteristic (if any)
	Pico

	
	Connectivity topology
	Topology 1
Topology 2 with BS/UE as intermediated node

	
	Spectrum
	licensed TDD/FDD and unlicensed

	
	Coexistence with existing 3GPP technologies
	Existing sites
New sites

	
	Traffic assumption
	Device terminated triggered reporting (Note 1)
Device-Originated (Note 2)

	Note 1: Device terminated traffic is applicable for Smart Agriculture (section 5.20), smart pig farm (section 5.23), Traffic Scenario on cow stable (section 6.2), and Traffic scenario on Electronic Shelf Label (section 6.3).
Note 2: Device originated traffic is applicable for Ambient IoT sensors in smart homes (section 5.6), Finding Remote Lost Item (Section 5.8), and Base Station Machine Room Environmental Supervision (section 5.13), Pressure powered switch (section 5.28). 


Table 6. Deployment scenarios and characteristics for sensor + outdoor use cases
	Applicable representative use cases
	Characteristic
	Description

	Sensor+ outdoor
	Environment (of device)
	Outdoor

	
	Base station characteristic (if any)
	Macro/micro

	
	Connectivity topology
	Topology 1
Topology 2 with BS/UE as intermediated node (Note 1)

	
	Spectrum
	licensed TDD/FDD 

	
	Coexistence with existing 3GPP technologies
	Existing sites
New sites

	
	Traffic assumption
	Device-Originated (Note 2)
Device-Terminated (Note 3)

	Note 1: For outdoor use cases, new BS sites/UE can be deployed as intermediate node for coverage extension or simplify BS implementation, for example Finding Remote Lost Item (section 5.8).
Note 2: Device originated is applicable for Finding Remote Lost Item (Section 5.8), Forest Fire Monitoring (section 5.19), and pressure powered switch (Section 5.28). 
Note 3: Device originated is applicable for smart grazing dairy farming (section 5.22), smart manhole cover safety monitoring (section 5.24), and smart bridge health monitoring (section 5.25)


Table 7. Deployment scenarios and characteristics for positioning + indoor use cases
	Applicable representative use cases
	Characteristic
	Description

	Positioning + indoor
	Environment (of device)
	Indoor

	
	Base station characteristic (if any)
	Pico

	
	Connectivity topology
	Topology 1
Topology 2 with BS/UE as intermediated node (Note 1)
Topology 4 (Note 2)

	
	Spectrum
	licensed TDD/FDD and unlicensed

	
	Coexistence with existing 3GPP technologies
	Existing sites

	
	Traffic assumption
	Device terminated 

	Note 1: Topology 2 may applicable for Automated warehousing (section 5.1), medical instruments inventory management and positioning (section 5.2), Museum Guide (section 5.21) with UE as intermediate node.
Note 2: Topology 4 may applicable for Ranging for Ambient IoT (section 5.10), positioning in shopping center using Ambient IoT (section 5.14), Museum Guide (section 5.21)


Table 8. Deployment scenarios and characteristics for positioning + outdoor use cases
	Applicable representative use cases
	Characteristic
	Description

	Positioning + outdoor
	Environment (of device)
	Outdoor

	
	Base station characteristic (if any)
	Macro/Micro

	
	Connectivity topology
	Topology 1
Topology 2 with BS as intermediated node 

	
	Spectrum
	licensed TDD/FDD 

	
	Coexistence with existing 3GPP technologies
	Existing sites
New sites (Note 1)

	
	Traffic assumption
	Device terminated 

	Note 1: Topology 2 with BS as intermediated node for ambient IoT service only, and the new sites can be new sites.


[bookmark: _Ref129512429]Table 9. Deployment scenarios and characteristics for command + indoor/outdoor use cases
	Applicable representative use cases
	Characteristic
	Description

	Command
	Environment (of device)
	Indoor and outdoor

	
	Base station characteristic (if any)
	Macro/Micro (for outdoor)
Pico (for indoor)

	
	Connectivity topology
	Topology 1
Topology 2 with BS/UE as intermediated node

	
	Spectrum
	licensed TDD/FDD and unlicensed for indoor

	
	Coexistence with existing 3GPP technologies
	Existing sites

	
	Traffic assumption
	Device-terminated command 



RAN Design targets
According to SID, RAN should formulate RAN design target for the Ambient IoT use cases, and the requirements from SA1 can be taken into consideration. In this section, we discuss the design targets for the use cases categorized in section 2.
	· Formulate a set of RAN design targets based on the identified deployment scenarios and their characteristics for the relevant use cases, at least including
· Power consumption
· Complexity
· Coverage
· Data rate
· Positioning accuracy
NOTE: The requirements from SA1 on the relevant use cases shall be taken into consideration.
NOTE: The study shall aim to provide better coverage compared to existing non-3GPP technologies for the relevant use cases.
NOTE: Other RAN design targets in relation to connection density, mobility, security, latency, reliability etc. may be discussed, if necessary for the relevant use cases. 
NOTE: Detailed definitions of the RAN design targets should be discussed during the study.


· Power consumption
Three device types are defined in last meeting, due to different energy storage and signal generation capability, and the corresponding power consumption are different. 
Device A: itis similar to passive tags in RFID, this type of device can only be powered by RF signals from reader and communicates with reader via energy backscattering. There is no energy storage in passive device, and the device is quickly de-energized without illuminating by the RF signal. According to [4][5], the power consumption of this type of device is a few uw level.
Device B: Similar to device A, it also relies on energy backscattering. The RF signal transmission from reader is still needed. Depending on the energy storage capability, the power consumption varies
· For device B with low energy storage capability, the energy source may also come from RF signal. the power consumption can be ~10uw level[6].
· For device B with high energy storage capability, where the energy may harvest from ambient, e.g., solar, vibra. Thus, higher power can be supplied to achieve better communication performance, i.e. range or data rate. For example, the modulated signal from the semi-passive device can be boosted through reflection amplifier. As shown in [7], power consumption of a semi-passive device is typically a few hundred uw. 
Device C: Active device can generate RF signal and transmit modulated signals independently without relying on energy backscattering. To achieve low power consumption, both RFFE and baseband circuit can be reduced by using less power-hungry components. And the power consumption could be in the range of 300uw-700uw [8] [9].
[bookmark: PP8]Proposal 8: The target maximum active power consumption for ambient IoT devices can be separately defined for each device type.
· Device A: Around a few uw level
· Device B: 10uw to several hundred uw, depending on energy storage capability
· Device C: up to 1mw
· Complexity
The complexity of the A-IoT device is highly related to the power consumption of A-IoT device. In the three categories of device type, device A has the lowest complexity, which should be comparable with the RFID passive tags. Since the SI is targeting for better performance than RFID, complexity comparable to RFID passive tags can be considered as the lowest design target.
Device C, which has active RF components for transmission, has the highest power consumption in the three types of A-IoT devices. However, the complexity is expected to be much lower than NB-IoT. For the RFFE, the maximum output power of an active device is much lower than currently specified UE power classes, e.g. lower than -10dBm output power. Besides, the ADC resolution and oscillator accuracy can be relaxed to reduce complexity. Furthermore, the signal/channel can be properly designed for A-IoT device to reduce the complexity in baseband, e.g., no I/Q branches, no FFT/IFFT, non-coherent detection for receiver, and simple waveform generation (e.g., OOK/ASK) for transmitter. As a result, the upper bound of the A-IoT device complexity is possible to be magnitude lower than that of NB-IoT.
[bookmark: PP9]Proposal 9: Consider a lower bound and upper bound for the design targets on complexity
· Lower bound complexity: comparable with RFID passive tag;
· Upper bound complexity: orders of magnitude lower than NB-IoT.
· Coverage
The design targets of coverage are provided in SA1 TR. The coverage targets vary for indoor and outdoor deployments, and also vary for different connection topologies. The design targets are summarized as follows.
· [10-30m] for UE<->A-IoT device
· [30-50m] for indoor and topologies with BS communication with A-IoT device directly or indirection
· [100-500m] for outdoor and topologies with BS communication with A-IoT device directly or indirection
RAN can take SA design targets as baseline and further study the feasibility of these targets.
[bookmark: PP10]Proposal 10: Different design targets of coverage should be separately captured for indoor and outdoor deployments and for different connection topologies, the following can be considered
· [10-30m] for UE<->A-IoT device
· [30-50m] for indoor and topologies with BS communication with A-IoT device directly or indirectly.
· [100-500m] for outdoor and topologies with BS communication with A-IoT device directly or indirectly.
The coverage of A-IoT device depends on the bottleneck between DL and reverse link. We provide preliminary link budget analysis on the BS/UE<-> device A and device B with reflection amplifier. The detailed assumptions are provided as follows.
· The transmission power is 23dBm at UE and 40dBm at gNB.
· Antenna gain is 0dB at UE and 6dB at gNB;
· Rx sensitivity is assumed as -30dBm for passive device (device A), and -40dBm for semi-passive device (device B) with 10dB additional gain from LNA.
· Device B has 10dB power gain in reverse link due to equipped with reflection amplifier;
· The UE Rx sensitivity is assumed as -92dBm, and gNB Rx sensitivity is assumed 10dB lower then UE;
· 900MHz carrier frequency and LOS propagation is assumed between BS/UE and A-IoT device.
[image: ]  [image: ]

[image: ] [image: ]
Figure 2. coverage range for DL and reverse link in backscattering transmission
According to above figures, we have the following observations for achievable coverage using backscattering communication.
· 10 meters coverage can be achieved for UE<->device A;
· 40 meters coverage can be achieved for UE<->device B with amplifier;
· 80 meters coverage can be achieved for BS<->device A;
· More than 200 meters coverage can be achieved for BS<->device B with amplifier.
If Active device (Device C) is used, a few tens dB additional gain can be assumed from tag and BS/UE receiver sensitivity which lead to better coverage. Besides, topology 2 or topology 3 can also be considered to further extend the coverage. Hence, the design targets for coverage provided by SA1 seems achievable if proper device type and connection topology is used.
· Data rate
In TR 22.840, the requirements for user experienced data rate are provided for most use cases. However, The calculation methods for user experienced data are varied in SA1 TR. The calculation methods are summarized as follows: 
· Opt-1: Data rate = message size/end-to-end latency (for most of SA use cases)
· Opt-2: Data rate = message size/T1 (e.g., T1=100ms, which is the transmission duration for the message, in section 5.5/6.1/6.2 of TR 22.840s)
· Opt-3: Data rate = message size/T2 (e.g., T2=periodicity of traffic, e.g., section 5.18/5.22 of TR 22.840) or equal to number of info bits generated per second (section 5.3/5.13)
The definition to end-to-end latency in SA is
· the time that it takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.[10]
The user experienced data rate calculated using opt-3 cannot provide guidance to RAN design, while data rate calculated using opt-1 and opt-2 can reflect the number of information bits transmitted within a given period. Hence, the data rate calculated using opt-1 and opt-2, i.e., 0.1kbps-2kbps, can be referred to determine RAN design targets for data rate. 
Besides, hundreds of kbps data rate is supported in UHF RFID, which are achievable in good channel condition. Hence, hundreds of kbps can be considered in signal/channel design.
[bookmark: PP11]Proposal 11: 0.1kbps-2kbps can be considered as RAN design targets for minimum data rate
· Higher data rates, e.g., hundreds of kbps supported in RFID, can be studied for deployments with good channel condition.
Required functionality for the use cases 
According to the use cases in TR22.840, required functionalities for the use cases are summarized as follows. The required functionalities are provided for each service type in grouping B.
For inventory use cases
· Inventory/communicate with All A-IoT devices, subset/group of A-IoT devices, one specific A-IoT device;
· Collect ID and stored data from A-IoT devices;
· Provide control signaling or Write data to A-IoT device;
· Procedures supporting efficient access from large number of A-IoT devices
· Activate or deactivate A-IoT devices
For sensor use cases
· Collect sensor Data from A-IoT devices, which may include 
· DL triggered reporting and UL active reporting
· Periodical reporting and on demand reporting
For positioning use cases
· Support Positioning/tracking of A-IoT devices, including following cases.
· coarse positioning: determine whether A-IoT device is in coverage range of gNB/UE
· accurate positioning: determine the distance/direction of A-IoT devices.
· mobility management for Ambient IoT devices
· Support Positioning of UE with assist of multiple A-IoT devices. 
For command use case (which can be covered by functionalities of other use cases)
· Provide control signaling or Write data to A-IoT device;
· Activate or deactivate A-IoT devices
[bookmark: PP12]Proposal 12: The following functionalities are identified for inventory use cases.
· Inventory/communicate with All A-IoT devices, subset/group of A-IoT devices, one specific A-IoT device;
· Collect ID and stored data from A-IoT devices;
· Provide control signaling or Write data to A-IoT device;
· Procedures supporting efficient access from large number of A-IoT devices;
· Activate or deactivate A-IoT devices.
[bookmark: PP13]Proposal 13: The following functionalities are identified for sensor use cases.
· Collect sensor Data from A-IoT devices, which may include 
· DL triggered reporting and UL active reporting
· Periodical reporting and on demand reporting
[bookmark: PP14]Proposal 14: The following functionalities are identified for positioning use cases.
· Support Positioning/tracking of A-IoT devices, including following cases.
· coarse positioning: determine whether A-IoT device is in coverage range of gNB/UE
· accurate positioning: determine the distance/direction of A-IoT devices.
· mobility management for Ambient IoT devices
· Support Positioning of UE with assist of multiple A-IoT devices. 
According to the summaries above, there are overlapping required functionalities for different type of use cases. The functionalities for command can be covered by other use cases, e.g., inventory use cases. Hence, study on functionalities and KPI for command use cases can be de-prioritized.
[bookmark: OB11]Observation 11: The functionalities for command use cases can be covered by that for inventory use cases.
In addition to functionalities to use cases, there are also some general functionalities required which are applicable to all use cases. For example, the carrier wave should be provided for reflection for Device A and Device B, which relies on backscattering. Besides, security mechanisms, including authentication, authorization, encryption and data integrity, may be needed for different use cases.
[bookmark: PP15]Proposal 15: The following functionalities are generally required for different group of use cases.
· the carrier wave should be provided for Device A and Device B, which relies on backscattering.
· security mechanisms, including authentication, authorization, encryption and data integrity, may be needed for different group of use cases.

[bookmark: OLE_LINK14][bookmark: OLE_LINK13]Conclusions
In this paper, we discussed several aspects on ambient IoT study, and we have the following conclusions.
Observation 1: The energy storage capability can be different not only for the different device types but also for the same device type.
Proposal 1: No need to further define the exact values for E1 and E2. If needed, consider the following definition for Storage 2 and Storage 3 devices for each of Device B and Device C:
· A Storage 2 device has limited energy storage capability and therefore may be temporarily unavailable for communication due to shortage of energy
· A Storage 3 devices has sufficient energy storage capability and therefore assumed to be always available for communication. 
Observation 2: Grouping A categorizing indoor/outdoor can facilitate discussion on RAN design targets and connection topology, while grouping B can provide guidance for discussion on required functionalities for the different services.
Proposal 2:  Include both grouping A and grouping B separately in the study.
Proposal 3: Clarify that the link between intermediate node and A-IoT device should be bi-directional in topology 2, and the link between assisting node and A-IoT device should be unidirectional in topology 3. In addition, the two BSs should be the same for topology 3. 
Proposal 4: Clarify that in topology 4 the data collect by the UE from Ambient IoT devices can be transferred to application server as user plane data therefore does not require BS changes.
Observation 3: Topology 5 can be considered as the combination of topology 1 and topology 4 therefore no need to be defined additionally. 
Observation 4: Topology 2 and topology 3 can improve the communication performance (i.e. coverage) use cases where topology 1 may apply.
Observation 5: Device terminated procedure and device originated procedure are defined from lower layer signaling perspective.
Observation 6: Higher layer ‘MO’ traffic, i.e., data flow from A-IoT device to NW/UE, can be supported by both device-terminated procedure or device-originated procedure defined from lower layer signaling perspective.
Observation 7: Support of Device originated procedure is not limited to Active device type (device C) only, i.e. the device capable of independent signal generation.
· Device A and Device B, can also support Device originated procedure if carrier wave is available.
Observation 8: Sensor data reporting can be supported by triggered reporting or autonomous reporting, belonging to device terminated reporting trigger and device originated reporting procedures, respectively.
Observation 9: For Device terminated traffic with data reporting from A-IoT device, the traffic is categorized as Device-terminated reporting trigger. Otherwise, it is categorized as Device-terminated command.
Proposal 5: Leave the traffic assumption for positioning use cases as ‘device terminated’ without further classification.
Observation 10: Both RAN-specified commands and user/application-dependent commands can be studied for the use cases requiring device-terminated commands.
Proposal 6:  Traffic assumptions for A-IoT use cases are defined from lower layer signalling flow perspective. 
· Device-terminated reporting trigger is applicable for inventory use cases and sensor use cases in which data reporting is triggered by BS/UE.
· Device-Originated procedure is applicable for sensor use case in which data reporting is autonomous triggered from A-IoT devices, including event triggered and periodic reporting.
· Device-terminated command is applicable to use cases with RAN-specified commands and/or user/application-dependent commands.
Proposal 7: Adopt the deployment scenario and characteristics for the representative use cases provided in Table 3-Table 8 in RP-230368.
Proposal 8: The target maximum active power consumption for ambient IoT devices can be separately defined for each device type.
· Device A: Around a few uw level
· Device B: 10uw to several hundred uw, depending on energy storage capability
· Device C: up to 1mw
Proposal 9: Consider a lower bound and upper bound for the design targets on complexity
· Lower bound complexity: comparable with RFID passive tag;
· Upper bound complexity: orders of magnitude lower than NB-IoT.
Proposal 10: Different design targets of coverage should be separately captured for indoor and outdoor deployments and for different connection topologies, the following can be considered
· [10-30m] for UE<->A-IoT device
· [30-50m] for indoor and topologies with BS communication with A-IoT device directly or indirectly.
· [100-500m] for outdoor and topologies with BS communication with A-IoT device directly or indirectly.
Proposal 11: 0.1kbps-2kbps can be considered as RAN design targets for minimum data rate
· Higher data rates, e.g., hundreds of kbps supported in RFID, can be studied for deployments with good channel condition.
Proposal 12: The following functionalities are identified for inventory use cases.
· Inventory/communicate with All A-IoT devices, subset/group of A-IoT devices, one specific A-IoT device;
· Collect ID and stored data from A-IoT devices;
· Provide control signaling or Write data to A-IoT device;
· Procedures supporting efficient access from large number of A-IoT devices;
· Activate or deactivate A-IoT devices.
Proposal 13: The following functionalities are identified for sensor use cases.
· Collect sensor Data from A-IoT devices, which may include 
· DL triggered reporting and UL active reporting
· Periodical reporting and on demand reporting
Proposal 14: The following functionalities are identified for positioning use cases.
· Support Positioning/tracking of A-IoT devices, including following cases.
· coarse positioning: determine whether A-IoT device is in coverage range of gNB/UE
· accurate positioning: determine the distance/direction of A-IoT devices.
· mobility management for Ambient IoT devices
· Support Positioning of UE with assist of multiple A-IoT devices. 
Observation 11: The functionalities for command use cases can be covered by that for inventory use cases.
Proposal 15: The following functionalities are generally required for different group of use cases.
· the carrier wave should be provided for Device A and Device B, which relies on backscattering.
· security mechanisms, including authentication, authorization, encryption and data integrity, may be needed for different group of use cases.
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Annex: Performance requirements in TR 22.840
	section # 
	Scenario
	Max. allowed end-to-end latency
	data rate
	User-experienced data rate
	Message Size
	Communication Range
	Positioning Accuracy

	5.1
	Automated warehousing
	1s(note 3)
	0.1kbps
	<100/128bits/s (note 4)
	96/128 bits (note 1)
	30m indoors
	2~3 m (note 2)

	5.2
	Medical instrument inventory management and positioning
	hundreds ms level (note2)
	<2Kbps
	<2Kbps
(note 1)
	176bits
	50m Indoor
200m Outdoor
	NA

	5.3
	Remote monitoring of  transmission and distribution networks in smart grids
	1 s (note 4)
	generation
	[< 1kbit/s]
(note 5)
	Typically[< 100 bytes]
(note 1)
	Outdoor: typically [50-200] meters
	NA

	5.5
	Automatic Intralogistics in automobile manufacturing
	>100 ms
(note 1)
	<1 kbit/s
	<1 kbit/s
(note 2)
	96 bits
(note 3)
	<30 meters
Indoors
	[3] m

	5.6
	Ambient IoT devices in smart home
	20 s
	　
	NA
	8~96bits
	[10-30]m
Indoors
	NA

	5.7
	Airport Terminal/ Shipping Port
	>1sec
	　
	NA
	256 bits (UL) (Note 1)
	FFS
	NA

	5.8
	Remote lost item finding (Indoor)
	>5s
	　
	NA
	256 bits
(Note 2 )
	10m 
	NA

	
	Remote lost item finding (Outdoor)
	>5s
	　
	NA
	256 bits
(Note 2)
	100m
	NA

	5.9
	Absolute positioning
	NA
	　
	NA
	NA
	NA
	[10 m] Horizontal Accuracy, [3 m] Vertical Accuracy (NOTE 1)

	5.10
	Finding Items in a home
	NA
	　
	NA
	NA
	10m IC/PC/OOC
	100 cm,10 degree

	5.11
	online modification of medical instruments status
	hundreds ms level 
(note 2)
	<2Kbps
	<2Kbps
(note 1)
	176bits
	50m Indoor
200m Outdoor
	NA

	5.12
	Personal belongings (indoor) 
	1 s
	<1 kbit/s
	<1 kbit/s
	<1 kbits
	10 m
	[1-3] m, 90% availability

	
	Personal belongings finding(outdoor)
	1 s
	<1 kbit/s
	<1 kbit/s
	<1 kbits
	100 m
	FFS

	5.13
	BSMR environmental supervision
	1s (Note 2)
	generation
	<1kbit/s (Note 1)
	NA
	30m indoors
	NA

	5.14
	Parking area (e.g.  in shopping centre)
	0.5 s
	　
	<1 kbit/s
	96 bits
(Note1)
	10 m
	3 m
(Note 2)

	
	Shopping area (e.g. in shopping centre)
	0.5 s
	　
	<1 kbit/s
	96 bits
(Note1)
	10m
	3 m
(Note 2)

	5.15
	Ambient IoT devices for smart laundry
	>10 s
	<100bit/s
	<100bit/s
	Typically
< 100 bytes
	NA
	NA

	5.16
	Ambient IoT devices for automated supply distribution
	>10 s
	<100 bit/s
	<100 bit/s
	Typically,  <100 bytes
	NA
	[3] m (Indoor, 90% confidence level and in horizontal)

	5.18
	Ambient IoT devices for food supply chain
	>1 minute
	traffic
	<0.12 bit/s (Note 1)
	Typically,< 100 bits (Note 2)
	NA
	NA

	5.19
	Forest Fire Monitor
	> 10sec
	　
	NA
	NA
	[150-FFS] meters
	NA

	5.20
	Smart Agriculture
	>1 s
	<1 kbit/s
	 <1 kbit/s
	<1000 bits
	30-100m
	NA

	5.21
	Museum guide (indoor)
	[2] s
	[< 1 kbit/s] 
	[< 1 kbit/s] UL (NOTE 1)
	[96] bits
	[30] m
	[3] m

	5.22
	Smart dairy farm
	>1 s
(note 1)
	<500 bit/s
	<500 bit/s
	Typically,
[< 100 bytes]
	FFS
	NA

	5.23
	Smart livestock farming 
(pig barns)
	>10 s
(Note 1)
	<500 bit/s
	<500 bit/s
	Typically,  [< 100 bytes]
(note 2)
	250 m 
Indoor
	NA

	5.24
	Smart manhole cover remote monitoring
	10 s - 30 s
(note 1)
	<1 kbit/s
	<1 kbit/s
	Typically,[< 100 bytes]
(note 2)
	FFS
	NA

	5.25
	Smart bridge health monitoring
	10 s
(note 1)
	　
	<1 kbit/s
	Typically,[< 100 bytes]
(note 2)
	FFS
	NA

	5.30
	Ambient IoT device acting as a controller in smart agriculture
	Hundreds ms level
	　
	NA
	128bit (DL) (note1)
	[500]m outdoors
	

	6.1
	Container logistics in a flower auction
	[<10 s]
	[5] kbit/s
	[5] kbit/s
(note 3)
	[96] bits
(note 2)
	[35] m Indoors
	NA

	6.2
	Cows in dairy stable
	1 s
(note 4)
	[< 0.5] kbit/s (note 2)
	[< 0.5] kbit/s (note 2)
	[500] bits
(note 1)
	[35] m Indoors
	NA

	6.3
	Electronic Shelf Label
	1s
	0.8kbps DL (note 1)
	0.8kbps DL (note 1)
	100 Bytes (note 2)
	50m indoors
	NA 
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1.


 


Introduction


 


In RAN#9


8


e


 


[1]


, 


device categorization, grouping method of SA use cases, characteristics for deployment scenarios


 


are discussed. 


In this contribution, we will 


continue 


discuss 


on


 


categorizations for ambient 


IoT devices


, grouping 


of SA use cases, and


 


deployment scenarios and their characteristics. In 


addition, RAN design targets, and required 


functionalities are also discussed.


 


2.


 


Device categorization


 


 


In


 


RAN


#


98


e


, following agreements are made on device categori


zation for Ambient Io


T


 


devices.


 


Working assumption:


 


This framework is used to categorize energy storage:


 


·


 


Storage 1: no storage at all


 


·


 


Storage 2: Up to E1 joules


 


·


 


Storage 3: Up to E2 joules


 


FFS: In RAN#99 value(s) of E1, E2 and it is possible that E1=E2, in which case we have only two storage 


categories. Note in this case that storage 2 and 3 could be replaced by a single description such as 


“


limited 


energy storage”, instead.


 


Agreement:


 


The f


ollowing set of Ambient IoT devices are considered in the SI:


 


·


 


Device A: No energy storage, no independent signal generation, i.e. backscattering transmission


 


·


 


Device B: Has energy storage, no independent signal generation, i.e. backscattering 


transmission. 


Use of stored energy can include amplification for reflected signals


 


·


 


Device C: Has energy storage, has independent signal generation, i.e. active RF component for 


transmission 


 


FFS: Whether to include device function


 


FFS: Whether to include a target 


maximum power consumption for each device


 


FFS: Whether/how to describe what stored energy is used for (in addition to the statement for Device B)


 


FFS: if combination of these devices will be considered.


 


With energy storage, it effectively helps to 


increase the transmission power of ambient IoT devices, i.e., 


amplification of the reflected signals in device B type as well as generating independent signal in device C type. 


Generally, the energy required for amplifying backscattering transmissions migh


t be different from that required 


for generating signal independently


, 


which depend


s


 


on the target transmission target, the implementation hardware, 


as well as other factors, e.g., cost, device size, etc. Therefore, there is no motivation to force E1=E2. 


 


Furthermore, the value(s) of E1 and E2 are related to many aspects including peak transmission power, continuous 


transmission time, energy conversion ratio, power consumption of device hardware, etc.


 


Even for the same device 


type


 


with same peak power consu


mption


, the 


energy storage can be different to support different duty cycles in 


applications. 


Therefore, 


defining


 


the 


exact 


value(s) of E1 and E2


 


is not necessary


 


during the study


.


 


H


owever, it might be useful 


to discuss if the different energy storage capa


bilities would imply different 


functionalities to be supported by the system. For example, a device with limited energy storage capability 


may 


be temporarily unavailable


 


for communication 


due to shortage of energy. A device with sufficient energy storage 


capability 


can be assume to be always available for communication. 


Since 


the


 


different energy storage can be 


supported 


for


 


the same device type, 


these two energy storage 


capability levels


 


c


an be introduced to each of Device 


B and Device C.


 


Observation 


1


: 


The energy storage capability can be different not only for the different device type


s


 


but 


also for the same device type.


 


Proposal 


1


:


 


N


o need to 


further 


define 


the


 


exact 


values for 


E1 and E2.


 


If needed, consider the following 


definition for Storage 2 and Storage 3 devices


 


for each of Device B and Device C


:
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With energy storage, it effectively helps to  increase the transmission power of ambient IoT devices, i.e.,  amplification of the reflected signals in device B type as well as generating independent signal in device C type.  Generally, the energy required for amplifying backscattering transmissions migh t be different from that required  for generating signal independently ,  which depend s   on the target transmission target, the implementation hardware,  as well as other factors, e.g., cost, device size, etc. Therefore, there is no motivation to force E1=E2.    Furthermore, the value(s) of E1 and E2 are related to many aspects including peak transmission power, continuous  transmission time, energy conversion ratio, power consumption of device hardware, etc.   Even for the same device  type   with same peak power consu mption , the  energy storage can be different to support different duty cycles in  applications.  Therefore,  defining   the  exact  value(s) of E1 and E2   is not necessary   during the study .   H owever, it might be useful  to discuss if the different energy storage capa bilities would imply different  functionalities to be supported by the system. For example, a device with limited energy storage capability  may  be temporarily unavailable   for communication  due to shortage of energy. A device with sufficient energy storage  capability  can be assume to be always available for communication.  Since  the   different energy storage can be  supported  for   the same device type,  these two energy storage  capability levels   c an be introduced to each of Device  B and Device C.   Observation  1 :  The energy storage capability can be different not only for the different device type s   but  also for the same device type.   Proposal  1 :   N o need to  further  define  the   exact  values for  E1 and E2.   If needed, consider the following  definition for Storage 2 and Storage 3 devices   for each of Device B and Device C :  

