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Introduction 
In this contribution, the RAN design perspectives of ambient IoT are discussed under the study of Ambient IoT.
Discussions on Ambient IoT RAN study
Deployment scenarios, use cases, and service
Representative use cases
	Proposal 2 for agreement:
Define the groups of Grouping A as follows, as a start point:
· Indoor
· Outdoor
· Indoor/outdoor
Define the groups of Grouping B as follows, as a start point:
· Inventory
· Sensors
· Positioning
· Command
Whether to incorporate Grouping A and Grouping B according to Approach 1 (include both separately) or Approach 2 (Group first by A, and second by B) will be decided in RAN#99.
Mapping of SA1 use cases to the groups of each grouping will be discussed in the next meeting, including whether RAN needs to attempt that mapping, or only has to define the groups.



The use cases included in SA1 are specific from a service perspective. How to extract RAN design criteria from SA1 study would be important on selecting the representative use cases. First of all, it is important to organize the scenarios necessary for the design of the physical layer or MAC layer. Therefore, in the case of group A (indoor, outdoor, and indoor/outdoor), since the channel characteristic is different, so differences in various physical layers such as data rate, coverage, and positioning accuracy can be confirmed. However, in the case of group B (Inventory, sensors, positioning, and command), it is not clear to define as one group since various purposes and functions are mixed together. Therefore, we propose a clearer use case from the RAN perspective. To this end, we first, make use case mapping based on the previous agreements.

	Group A
	Group B
	SA1 use case mapping

	Indoor
	Inventory
	Automated warehousing, Medical instrument inventory management and positioning, Intralogistics in automobile manufacturing, Online modification of medical instruments status, Base station machine room environment supervision, Smart Laundry 

	
	Sensors
	Smart grids, IoT sensors in smart homes 

	
	Positioning
	Medical instrument inventory management and positioning, Airport terminal / shipping port, Ranging, Indoor positioning in shopping center 

	
	Command
	Device activation and deactivation 

	Outdoor
	Inventory
	Non-public network for logistics

	
	Sensors
	Cow stable, farm monitoring, flower auction

	
	Positioning
	Finding Remote Lost Item, Ranging

	
	Command
	

	Indoor/outdoor
	Inventory
	Non-public network for logistics, Automated supply distribution 

	
	Sensors
	

	
	Positioning
	Personal belongings finding, Automated supply distribution 

	
	Command
	


Considering mapping between group A/B and SA1 use cases, we can suggest the three grouping and that is indoor/outdoor inventory, indoor sensor, and indoor/outdoor positioning. In the case of indoor/outdoor inventory, this refers to a use case that performs inventory of factories, medical instruments, equipment, and devices indoors and outdoors (mainly indoors). Mainly for logistics to transmit identification, positioning, and status information from ambient IoT to networks continuously. Next, for the case of indoor sensor, this refers to a use case for transmitting state information such as temperature, humidity, state, and operation or receiving a command for home automation. Mainly, the sensing circuit is integrated with the transceiver, supports only specific functions, and collects information with relaxed latency requirement for updating status information except for the function of receiving commands. Indoor/outdoor positioning refers to a use case that functions to locate IoT in various situations. Both indoors and outdoors may be considered, and information such as a relative position or proximity as well as an accurate position may be included. In particular, in the case of a terminal that is difficult to obtain information such as GNSS, it can function to transmit network positioning information through a harvesting source or a base station signal or proximity information through signal strength of a harvesting terminal or other UEs. Other use cases include commands, which can be included as part of the sensor use case. It is suggested to classify it as a sensor with activation or deactivation function.

Proposal#1 for representative use cases
We propose the followings as the representative use cases
· Indoor/outdoor inventory (UC#1): refers to a use case that performs inventory of factories, medical instruments, equipment, and devices indoors and outdoors (mainly indoors). Mainly for logistics to transmit identification, positioning, and status information from ambient IoT to networks continuously.
· Indoor/outdoor sensor (UC#2): refers to a use case for transmitting state information such as temperature, humidity, state, and operation or receiving a command for home automation. Mainly, the sensing circuit is integrated with the transceiver, supports only specific functions, and collects information with relaxed latency requirement for updating status information except for the function of receiving commands. 
· Indoor/outdoor positioning (UC#3): refers to a use case that functions to locate IoT in various situations. Both indoors and outdoors may be considered, and information such as a relative position or proximity as well as an accurate position may be included. In particular, in the case of a terminal that is difficult to obtain information such as GNSS, it can function to transmit network positioning information through a harvesting source or a base station signal or proximity information through signal strength of a harvesting terminal or other UEs.

Deployment scenarios
	Proposal 3-1 for agreement: Capture deployment scenarios as follows:
	Applicable representative use cases
	Characteristics
	Description

	
	Environment (of device)
	

	
	Basestation characteristics (if any)
	

	
	Connection topology
	

	
	Spectrum
	

	
	Coexistence with existing 3GPP technologies
	

	
	Traffic assumption
	


FFS: whether/which rows can be indicated with more than one value, e.g. Environment = Indoor/Outdoor
FFS: Possible values for each characteristic row (see following questions)
FFS: Whether device characteristic is added to the table.

Conclusion 3-2: Discussion of CN-related aspects will be under the third objective of the SID.

Proposal 4-1v2, for agreement:
· ‘Environment of device’ can be ‘indoor’, ‘outdoor’, ‘indoor or outdoor’.

Proposal 4-2 for agreement: ‘Basestation characteristic’ can be: macro-cell based deployment, micro-cell based deployment, pico-cell base deployment, or none.
· Companies are encouraged to discuss if there are additional necessary details of these descriptions in following meetings.

Proposal 4-3b-v2: Agree that for basestation deployments (when present), “Coexistence with existing 3GPP
technologies” can be:
· Deployed on the same sites as an existing 3GPP deployment corresponding to the basestation type
· Deployed on new sites without an assumption of an existing 3GPP deployment

Proposal 4-3a for agreement: 
Agree that the study considers Ambient IoT deployment in-band to NR, in guard-band of NR, and standalone band from NR, and FFS: relationship to deployment scenarios.
· Note: Prioritization among them can be discussed in later meetings.

Proposal 4-4v2: Define the following topologies as starting points for the next meeting:
· Topology (1): BS <-> Ambient IoT device
· NOTE 1: Includes the possibility of BS Rx and BS Tx in different BSs
· Topology (2): BS <-> Intermediate node <-> Ambient IoT device
· NOTE 1: Intermediate node can be relay, IAB, UE, repeater, etc. which is capable of ambient IoT
· Topology (3): BS <-> assisting nodeUE <-> Ambient IoT device <-> BS
· NOTE 1: Assisting node can be relay, IAB, UE, repeater, etc. which is capable of ambient IoT
· FFS: If the two BS can be different
· Topology (4): UE <-> Ambient IoT device
· FFS: Topology (5) UE <-> Ambient IoT device <-> {BS or UE}
 
NOTE: For potential topology (5), discuss its relation with other topologies, its necessity, etc. in RAN#99.
NOTE: For all topologies: The Ambient IoT device may be provided with carrier wave from another node(s) either inside or outside the topology
NOTE: For all topologies: The links in each topology may be bidirectional or unidirectional
FFS: Whether to consider combination of different topologies in the study.
FFS: BS, UE, or assisting nodeUE could be multiple BSs, UEs or assisting nodesUEs, respectively.

Proposal 4-5 for agreement: Spectrum in a deployment scenario is: licensed FDD, licensed TDD, unlicensed.
· Note: Further discuss if the study should apply any limitations to the cases for which unlicensed spectrum is studied.

Conclusion 4-6 for endorsement:
· FFS: whether the TR will describe different types of device-terminated traffic, e.g. Device-Terminated command and Device-Terminated reporting trigger, and whether to describe relationships between device-originated and device-terminated traffic, etc.



In the case of topology, various configurations are possible for supporting various scenarios. As shown in table below. To summarize this in simple, it is important to consider the following two aspects. The first is who requests information from the ambient IoT, and the other is which link will be used from the RAN perspective to transmit and receive the ambient IoT. In the first case, looking at the contents organized until the last meeting, it can be seen that the subject of the information request and the subject of taking the information are ambiguous. In addition, there is a complex relationship between the UE to UE and gNB to UE by considering intermediate node together. Rather, we think it is simpler to construct a topology considering only single hop between the ambient IoT and other nodes. (2nd hop has no impact on RAN design for ambient IoT)

	Topology
	Source
	Intermediate Node
	Sink

	1
(BS1 IoT  BS1)
	TX: Single BS

	No
	single (or multiple BS at least including source) BS with direct RX from IoT

	2
(BS1 UE1 IoTUE1 BS1)
	TX: Single BS

	UE (normal) RX/TX from gNB and TX/RX from IoT

	Single (multiple including source) BS with RX via intermediate Node

	3
(BS1UEIoT BS2)
	TX: Single BS

	UE (normal) RX/TX from gNB and TX/RX from IoT
Note: (for IAB, relay, repeater, that can be assumed BS)
	single (or multiple BS excluding source) BS with direct RX from IoT

	4 (UE1IoTUE1)
	TX: Single UE

	No
	Single (or multiple UE at least including source) UE with direction RX from IoT

	5 (UE1IoTUE2/BS)
	TX: Single UE

	No
	Single (or multiple node excluding source UE) node with direction RX from IoT



For intermediate node including IAB, relay, and repeater can be assumed BS. For example, if intermediate node in topology #2 is repeater, this is same as topology#1. In addition, since gNB is not visual in topology #2, this is exactly same as topology 5. In that sense, we may have overlapping between current versions. The most important thing about topology is who is the source requesting the information and who will get the information. In addition, in the case of an ambient IoT UE, the source of data may be the IoT UE itself without requesting information. Based on our observation, topology 1 can include both single direct BS and multiple BS or different BS with ambient IoT. For topology 2, this can involve both single direction UE, and multiple UE, or different UE with ambient IoT. Topologies for 4 and 5 can be merged with topology 1, 2, and 3. In addition, this category can cover both different types of device-terminated traffic, e.g., Device-Terminated command and Device-Terminated reporting trigger, for both device-originated and device-terminated traffic, etc. As a result, we can summary as follows
· Topology (1): ambient IoT topology with BS only
· Assume BS trigger or help to wake up ambient IoT and receive data from ambient IoT
· Topology (2): ambient IoT topology with UE only
· Assume UE trigger or help to wake up ambient IoT and receive data from ambient IoT
· Topology (3): ambient IoT topology with BS with assisted UE
· Assume nearby UE initiate or help to wake up ambient IoT and send UL data direct to BS
· Topology (4): ambient IoT topology with UE with assisted BS
· Assume long DL coverage from BS to ambient IoT but have UL coverage limitation for ambient IoT. Thus only nearby UE can hear and UE to gNB connection is not need to show.

Proposal #2 for topology of ambient IoT
Capture the following topologies and illustrations in TR as below:
· Topology (1): BS_1 <-> Ambient IoT device <->BS_X
· Note: X can be 1 for same BS and different BS if X is not 1
· Note: Link (BS_1 <->) can be absent if data source is from ambient IoT 
· Note: Link (<->BS_X) can be absent if data terminated command and traffic
· Topology (2): BS -> UE_1 Intermediate node <-> Ambient IoT device <-> UE_X
· Note: X can be 1 for same UE and different UE if X is not 1
· Note: Link (UE_1 <->) can be absent if data source is from ambient IoT 
· Note: Link (<->UE_X) can be absent if data terminated command and traffic
· Topology (3): BS <-> assisting nodeUE <-> Ambient IoT device <-> BS
· Note: Assisting node can be normal NR UE, which is capable of communicating with ambient IoT
· Note: Assisting node may be connected with BS
· Topology (4): UE <-> Ambient IoT device
· FFS: Topology (5) UE <-> Ambient IoT device <-> {BS or UE}

Considering listed topologies and use case grouping, we can make table for each representative use cases as below

Proposal#3 for deployment scenarios
Capture the following use cases and its characteristic in TR as below:

	Applicable representative use cases
	Characteristics
	Description

	UC#1 (indoor/outdoor inventory)
	Environment (of device)
Indoor/outdoor
	

	
	Basestation characteristics (if any)
Micro/pico
	For factory inventory, micro cell is more feasible.

	
	Connection topology
Topology 1, 2, 3, 4
	Since indoor, low frequency is not required and TDD would be beneficial for RF design

	
	Spectrum
Licensed TDD/Unlicensed
	Since indoor, low frequency is not required and TDD would be beneficial for RF design

	
	Coexistence with existing 3GPP technologies
Same site/new side
	Considering size of factory or inventory facility, coexistence study is necessary for both same and new sites.

	
	Traffic assumption
Device-terminated reporting
Device-originated reporting
	The inventory system can keep updating or requesting current status and reporting from ambient IoT.



	Applicable representative use cases
	Characteristics
	Description

	UC#2 (indoor/outdoor sensor)
	Environment (of device)
Indoor/outdoor
	

	
	Basestation characteristics (if any)
Macro/Micro/pico
	Forindoor home application, pico has priority.
For outdoor applications, macro has priority

	
	Connection topology
Topology 1, 2, 3, 4
	

	
	Spectrum
Licensed TDD/unlicensed
	For indoor, low frequency is not required and TDD would be beneficial for RF design
For outdoor, low frequency with FDD is more promising

	
	Coexistence with existing 3GPP technologies
New side but may have coexistence with CPE
	Typically, sensor devices can be isolated in indoor, except for CPE, there will be no coexistence. However, may have coexistence with non-isolated indoor
For outdoor, there should be coexistence with other existing 3GPP technologies.

	
	Traffic assumption
Device-terminated reporting
Device-terminated command
Device-originated reporting
	Sensor can be either passive measurement circuit or active circuit that has functionality to operate other devices.



	Applicable representative use cases
	Characteristics
	Description

	UC#3 (indoor/outdoor positioning)
	Environment (of device)
Indoor/outdoor
	For indoor, relative or proximity information is possible but for outdoor GNSS may be additionally available.

	
	Basestation characteristics (if any)
Macro/micro/pico
	For positioning, any types of Basestation characteristics may be possible

	
	Connection topology
Topology 1, 2, 3, 4
	Any topology can be possible

	
	Spectrum
Licensed FDD/TDD/unlicensed
	To maximize coverage DL signal low FDD spectrum can be used but due to cost, TDD would be more reasonable

	
	Coexistence with existing 3GPP technologies
Same site/new side
	Both indoor and outdoor positioning, there should be coexistence with other existing 3GPP technologies but may be absent for indoor such as isolated area.

	
	Traffic assumption
Device-terminated command
Device-terminated reporting
Device-originated reporting
	Ambient IoT device can receiver command to measure proximity or collecting positioning information only. Measured information can be reported based on triggering or automatic report can be possible when ambient IoT is ready.



Device types
	Agreements in RAN#98

Proposal 5-1a-extended:
The following text is included in TR 38.848, with precise location up to later decision, unless there is an objection to letting the precise location be decided later, in which case the text is included in an Annex of the TR.
· “Companies have reported the following energy sources for energy harvesting in literature: RF, solar/light, piezoelectric (kinetic/vibration), electromagnetic, electrostatic, heat/thermal, thermoelectric, magnetic, wind/water, acoustic, etc.”
Proposal 5-3b-v2: the following set of Ambient Iot devices are considered in the SI:
· Device A: No energy storage, no harvesting ambient sources, no independent signal generation, i.e. backscattering transmission
· Device B: Has energy storage from harvesting ambient sources, no independent signal generation, i.e.backscattering transmission. Use of stored energy can include amplification for reflected signals
· Device C: Has energy storage from harvesting ambient sources, has independent signal generation, i.e. active RF component for transmission
FFS: Whether to include device function
FFS: Whether to include a target maximum power consumption for each device
FFS: Whether/how to describe what stored energy is used for (in addition to the statement for Device B)
FFS: if combination of these devices will be considered.

Proposal 5-2a-extended: Make a working assumption for this framework to categorize energy storage:
· Storage 1: no storage at all
· Storage 2: Up to E1 joules
· Storage 3: Up to E2 joules
FFS: In RAN#99 value(s) of E1, E2 and it is possible that E1=E2, in which case we have only two storage categories. Note in this case that storage 2 and 3 could be replaced by a single description such as ”limited energy storage”, instead.



Based on the agreement of the last meeting, we need to consider the following functions based on devices A, B and C. In particular, in the case of some device types such A, restrictions are required on the transmission function of the ambient IoT. If the UE does not have any storage function, such as Device A, the UE uses the received signal to control the impedance to reflect the signal transmitted when a response is required by using the wake-up and wake-up signal information. Accordingly, the transmitter acquires information by utilizing the changed difference between the transmission and reception signals while receiving the signal transmitted by itself. In particular, since device A does not have an amplifier, the size of the reflected signal is changed by the value of the impedance of the reflection coefficient, and even if it is reflected to the maximum, it decreases in inverse proportion to 4 squares of the distance between the base station and the ambient IoT, resulting in very small coverage. In the case of device B, since some of the backscattered energy is used to amplifier, the signal used for actual reflection may be smaller than device A. Thus device B will take time to store the signal of the transmitter and take longer latency to transmit a signal of a higher strength than device A. In the case of device C, since it has an active components, it must store more energy than device B, so the latency will be the longest (see figure 1). 
For maximum power consumption in ultra-low power device, [2] have shown the limitation and boundary of power consumption in terms of receiver sensitivity. If there is no active component of the UE, the receiver sensitivity decreases and thus the power consumed decreases. In particular, if there is no active component like device A, it is reasonable to have receiver sensitivity of -20 dBm and it is common to operate at a distance of less than 10cm like RFID. In the case of devices B and C, active devices can be partially or increased, and based on this, it is realistic to target the sensitivity of -40 dBm and -60 dBm, respectively. Based on this, it is proposed to design targets for maximum power consumption of 50nW, 0.1uW, and 1uW, respectively. In particular, device C can be implemented with higher power consumption depending on the configuration of the active device, and receiver sensitivity -90 dBm can be considered while consuming 500 uW.
[image: ] [image: ]
(a) Device A and B (backscatter based without and with energy storage)
[image: ]
(b) Device C (active RF with harvesting and energy storage)
Figure 1. Ambient IoT device architecture and characteristics
For energy storage of devices, capacitor’s energy (E, jouls) can be calculated if its capacitance (c, Farad) and voltage (V, voltage) are known. That is,
/2

For example, if operating V is 3.3V (typical RFIC operating voltage) and C is 500nF, we have 2.72uJ for capacitor energy. 
Considering internal research on ambient IoT devices, 200, 400, or 800 nF might be good starting point for tag-like ambient devices and considering operation voltages for circuit such as 1.9V and 3.3V. We suggest to have two different values as table below. However, since low-power and low-computation device can have less operating voltages below 1.9V, we may open other numbers as well

	
	1.9V
	3.3V

	100nF
	1.81E-07 Joules
	5.45E-07 Joules

	200nF
	3.61E-07 Joules
	1.09E-06 Joules

	300nF
	5.42E-07 Joules
	1.63E-06 Joules

	400nF
	7.22E-07 Joules
	2.18E-06 Joules

	500nF
	9.03E-07 Joules
	2.72E-06 Joules

	800nF
	1.44E-06 Joules
	4.36E-06 Joules




Proposal for storage values
At least for low voltage
· Storage 1: no storage at all
· Storage 2: Up to [3.61E-07] joules
· Storage 3: Up to [7.22E-07] joules

At least for high voltage
· Storage 1: no storage at all
· Storage 2: Up to [2.18E-06] joules
· Storage 3: Up to [4.36E-06] joules
FFS for other values


Proposal#4: for device type, we propose the following parameters and functions

	Type
	TX scheme
	Energy storage J
	Maximum power consumption
	Receiver sensitivity

	Device A
	Backscatter
(impedance change reflection)
	0
	<50nW
	-20 dBm

	Device B
	Backscatter
(Impedance change with amplification)
	7.22e-7J
	<0.1uW
	-40 dBm

	Device C
	Active component based TX
	4.36e-6J
	Option 1) <1uW
Option 2) 500uW
	Option 1)- 60 dBm
Option 2) -90 dBm



RAN design target
According to the study results of SA (also captured in Appendix A), requirements are presented for several use cases. However, since it is difficult to make a specialized design for each use case in the RAN, it is necessary to determine a requirement for each device for the representative use case. 

Proposal#5: for RAN design target of the representative use cases

	
	Power consumption
	Coverage
	Data rate
	Positioning accuracy
	Latency (end-to-end)
	Density

	Indoor/outdoor
inventory
	Values define in Device A, B, C
	<30m (indoor)
<100m (outdoor)
	1kbits
	1-3m (indoor)
3-5m(outdoor)
	~2s (indoor)
~10s (outdoor)
	FFS

	Indoor/outdoor sensor
	Values define in Device A, B
	<30m
	1kbits
	-
	~2s
	FFS

	Indoor/outdoor positioning
	Values define in Device B, C
	<30m (indoor)
<100m (outdoor)
	1kbits
	1-3m (indoor)
3-5m(outdoor)
	~2s (indoor)
~10s (outdoor)
	FFS



Proposal#6: for RAN design requirements, the followings are considered as study item scopes in WG
· UE architecture for device A, B, and C
· Modelling of harvesting efficiency, charging time, reflection efficiency, power gain
· RF complexity aspect for FDD and TDD ambient IoT devices
· Design of harvesting signals in DL and feasibility of reusing the legacy signal as harvest
· Design of physical-layer UL signal for ambient IoT packet
· Coexistence with other legacy systems and devices
· Evaluation of performance considering ambient IoT modelling
· Study on identification and management of ambient IoT devices

Feasibility comparison and assessment, identify assumptions and required functionality
Coverage and link budget
Devices that transmit signals using external energy such as Ambient IoT have a transmission distance determined in inverse proportion to the 4th power of the distance r between transmitter and receiver. This is different from the case where it is inversely proportional to the second square of the distance r considered in a terminal having its own energy. If the transmitter is not a source that transmits energy of ambient IoT device, the distance of r has no direct relationship. However, if the reader considers an energy source other than the base station, we think this is not a problem to be considered in RAN. Since this problem is an important factor in determining the distance between the reader and the ambient IoT, we believe that it is desirable to conduct a feasibility study of the ambient IoT by limiting it to only the RF energy provided by the network entity defined in 3GPP. Accordingly, if a new design is needed in the RAN, it is suggested that the RF harvest or backscatter of ambient IoT must be considered based on the DL signal. 

Proposal#7: RAN only focus RF source based ambient IoT for coverage and link budget and RF source should be entities defined in 3GPP.

Latency requirement
As we already mentioned in [3], the link budget of ambient IoT is difficult to define simply in terms of energy harvesting or transmission efficiency. When there is a component that stores energy inside, it is essential to consider, for example, the time required to store it. In addition, looking at the requirements defined in use cases, it can be seen that the end-to-end latency required until data packets are delivered to the system is defined. From the RAN point of view, it is necessary to define the latency that occurs until the ambient IoT collects or receives energy for the first time and accurately delivers the packet to the reader, and based on this, the decision on coverage and link budget should be considered.

Proposal#8: Latency (e.g., harvesting, data delivery, and triggering) should be considered as design target of ambient IoT
TDD vs. FDD
Another important thing for the design of ambient IoT is which spectrum to use between TDD and FDD. We can consider both duplex modes for ambient IoT but there are pros and cons in terms on implementation, coverage, and complexity. In the case of using a low frequency band such as FDD, there is an advantage of transmission distance. However, a low frequency requires a larger antenna structure, which increases the size of the ambient IoT, and also requires several antenna structures because the frequency band for harvesting or the frequency band for transmitting and receiving data should be different. In addition, in the case of a backscatter ambient IoT such as device A, the function of transferring the received signal to another frequency band causes additional complexity. In the case of TDD, there is a disadvantage in coverage because it mainly uses a high frequency band. However, in the design of the ambient IoT antenna, TDD has the advantage that the same antenna can be used for RF harvest and data transmission and reception. In the case of device B and C, TDD has the advantage of being able to align harvesting and transmission by utilizing TDD configuration that determines the ratio of time to transmission and harvesting or trigger time. However, in the case of a backscatter method with almost no latency, such as device A, complexity will increase in the reader-side in the TDD method.

Proposal#9: ambient IoT should consider the pros and cons for using FDD and TDD in terms of implementation complexity, coverage, and antenna structure
Conclusion
Based on discussion, we propose the followings 

Proposal#1 for representative use cases
We propose the followings as the representative use cases
· Indoor/outdoor inventory (UC#1): refers to a use case that performs inventory of factories, medical instruments, equipment, and devices indoors and outdoors (mainly indoors). Mainly for logistics to transmit identification, positioning, and status information from ambient IoT to networks continuously.
· Indoor: UC#1-1, outdoor: UC#1-2
· Indoor sensor (UC#2): refers to a use case for transmitting state information such as temperature, humidity, state, and operation or receiving a command for home automation. Mainly, the sensing circuit is integrated with the transceiver, supports only specific functions, and collects information with relaxed latency requirement for updating status information except for the function of receiving commands. 
· Indoor/outdoor positioning (UE#3): refers to a use case that functions to locate IoT in various situations. Both indoors and outdoors may be considered, and information such as a relative position or proximity as well as an accurate position may be included. In particular, in the case of a terminal that is difficult to obtain information such as GNSS, it can function to transmit network positioning information through a harvesting source or a base station signal or proximity information through signal strength of a harvesting terminal or other UEs.
· Indoor: UC#3-1, outdoor: UC#3-2

Proposal #2 for topology of ambient IoT
Capture the following topologies and illustrations in TR as below:
· Topology (1): BS_1 <-> Ambient IoT device <->BS_X
· Note: X can be 1 for same BS and different BS if X is not 1
· Note: Link (BS_1 <->) can be absent if data source is from ambient IoT 
· Note: Link (<->BS_X) can be absent if data terminated command and traffic
· Topology (2): BS -> UE_1 Intermediate node <-> Ambient IoT device <-> UE_X
· Note: X can be 1 for same UE and different UE if X is not 1
· Note: Link (UE_1 <->) can be absent if data source is from ambient IoT 
· Note: Link (<->UE_X) can be absent if data terminated command and traffic
· Topology (3): BS <-> assisting nodeUE <-> Ambient IoT device <-> BS
· Note: Assisting node can be normal NR UE, which is capable of communicating with ambient IoT
· Note: Assisting node may be connected with BS
· Topology (4): UE <-> Ambient IoT device
· FFS: Topology (5) UE <-> Ambient IoT device <-> {BS or UE}

Proposal#3 for deployment scenarios
Capture the following use cases and its characteristic in TR as below:

	Applicable representative use cases
	Characteristics
	Description

	UC#1 (indoor/outdoor inventory)
	Environment (of device)
Indoor/outdoor
	

	
	Basestation characteristics (if any)
Micro/pico
	For factory inventory, micro cell is more feasible.

	
	Connection topology
Topology 1, 2, 3, 4
	Since indoor, low frequency is not required and TDD would be beneficial for RF design

	
	Spectrum
Licensed TDD/Unlicensed
	Since indoor, low frequency is not required and TDD would be beneficial for RF design

	
	Coexistence with existing 3GPP technologies
Same site/new side
	Considering size of factory or inventory facility, coexistence study is necessary for both same and new sites.

	
	Traffic assumption
Device-terminated reporting
Device-originated reporting
	The inventory system can keep updating or requesting current status and reporting from ambient IoT.



	Applicable representative use cases
	Characteristics
	Description

	UC#2 (indoor sensor)
	Environment (of device)
Indoor
	

	
	Basestation characteristics (if any)
Micro/pico
	Mostly indoor home application, pico has priority.

	
	Connection topology
Topology 1, 2, 3, 4
	

	
	Spectrum
Licensed TDD/unlicensed
	Since indoor, low frequency is not required and TDD would be beneficial for RF design

	
	Coexistence with existing 3GPP technologies
New side but may have coexistence with CPE
	Typically, sensor devices can be isolated in indoor, except for CPE, there will be no coexistence. However, may have coexistence with non-isolated indoor

	
	Traffic assumption
Device-terminated reporting
Device-terminated command
Device-originated reporting
	Sensor can be either passive measurement circuit or active circuit that has functionality to operate other devices.



	Applicable representative use cases
	Characteristics
	Description

	UC#3 (indoor/outdoor positioning)
	Environment (of device)
Indoor/outdoor
	For indoor, relative or proximity information is possible but for outdoor GNSS may be additionally available.

	
	Basestation characteristics (if any)
Macro/micro/pico
	For positioning, any types of Basestation characteristics may be possible

	
	Connection topology
Topology 1, 2, 3, 4
	Any topology can be possible

	
	Spectrum
Licensed FDD/TDD/unlicensed
	To maximize coverage DL signal low FDD spectrum can be used but due to cost, TDD would be more reasonable

	
	Coexistence with existing 3GPP technologies
Same site/new side
	Both indoor and outdoor positioning, there should be coexistence with other existing 3GPP technologies but may be absent for indoor such as isolated area.

	
	Traffic assumption
Device-terminated command
Device-terminated reporting
Device-originated reporting
	Ambient IoT device can receiver command to measure proximity or collecting positioning information only. Measured information can be reported based on triggering or automatic report can be possible when ambient IoT is ready.




Proposal#4: for device type, we propose the following parameters and functions

	Type
	TX scheme
	Energy storage J
	Maximum power consumption
	Receiver sensitivity

	Device A
	Backscatter
(impedance change reflection)
	0
	<50nW
	-20 dBm

	Device B
	Backscatter
(Impedance change with amplification)
	7.22e-7J
	<0.1uW
	-40 dBm

	Device C
	Active component based TX
	4.36e-6J
	Option 1) <1uW
Option 2) 500uW
	Option 1)- 60 dBm
Option 2) -90 dBm




Proposal#5: for RAN design target of the representative use cases

	
	Power consumption
	Coverage
	Data rate
	Positioning accuracy
	Latency (end-to-end)
	Density

	Indoor/outdoor
inventory
	Values define in Device A, B, C
	<30m (indoor)
<100m (outdoor)
	1kbits
	1-3m (indoor)
3-5m(outdoor)
	~2s (indoor)
~5s (outdoor)
	FFS

	Indoor sensor
	Values define in Device A, B
	<30m
	1kbits
	1-3m
	~2s
	FFS

	Indoor/outdoor positioning
	Values define in Device B, C
	<30m (indoor)
<100m (outdoor)
	1kbits
	1-3m (indoor)
3-5m(outdoor)
	~2s (indoor)
~5s (outdoor)
	FFS




Proposal#6: for RAN design requirements, the followings are considered as study item scopes in WG
· UE architecture for device A, B, and C
· Modelling of harvesting efficiency, charging time, reflection efficiency, power gain
· RF complexity aspect for FDD and TDD ambient IoT devices
· Design of harvesting signals in DL and feasibility of reusing the legacy signal as harvest
· Design of physical-layer UL signal for ambient IoT packet
· Coexistence with other legacy systems and devices
· Evaluation of performance considering ambient IoT modelling
· Study on identification and management of ambient IoT devices


Proposal#7: RAN only focus RF source based ambient IoT for coverage and link budget and RF source should be entities defined in 3GPP.

Proposal#8: Latency (e.g., harvesting, data delivery, and triggering) should be considered as design target of ambient IoT

Proposal#9: ambient IoT should consider the pros and cons for using FDD and TDD in terms of implementation complexity, coverage, and antenna structure

Reference
[1] RP-223526, “SID for Ambient IoT”
[2] Omar Abdelatty et al, “Bluetooth Communication Leveraging Ultra-Low Power Radio Design”, https://doi.org/10.3390/jsan10020031
[3] RP-222929 “Discussion on Ambient IoT” Samsung



Appendix A
Automated warehouse
	Use cases
	Communication range
	Message
size (UL)
	Positioning accuracy
	End to end latency
	User-experienced data rate
	Velocity

	Automated warehousing
	30m indoors
	[96/128] bits (note 1)
	 [2~3] m@90% (note 2)
	[>100ms](note 3)
	<[1/1.28]kbits/s (note 4)
	5~10km/h

	Note 1: Message size refers to the Ambient IoT device identifier used for goods identification in this use case;
Note 2: Three-dimensional positioning (both horizontal and vertical) is considered;
Note 3: End to end latency refers to the time taken for an Ambient IoT device to transmit the message;
Note 4: User-experienced data rate is calculated as the message size (96/128bits) transmitted within [100ms] time period;



Medical instruments inventory management and positioning
	Use cases
	User experienced data rate
(Kbps)
 
	Communication service availability: 
(%)
	End to end latency
(ms)
(note)
	Device Density
(#/Km2)
	Communication range
(m)
	Moving speed
(km/h)

	Medical instrument inventory management and positioning
 
	DL: FFS
UL: FFS
 
	FFS
	≤ FFS 
 
	≥ 1000
	 FFS
 
	Static or walking speed
<6



Smart grid
	Scenario
	Max. allowed end-to-end latency
	Max. instantaneous device power consumption
	Service bit rate: user-experienced data rate
	Message
Size
	Device density
	Communication Range
(meters)
	Service area dimension

	Remote monitoring of  transmission and distribution networks in smart grids
	1 s
(note 5)
	[500] µW
(note 4)
	[< 1kbit/s]
(note 6)
	Typically 
[< 100 bytes]
(note 1)
	[< 10,000 /km2]
(note 3)
	Outdoor: typically [50-200] 
	[several km2 up to 100 000 km2]
(note 2)

	NOTE 1: Electronic Product Code standard [5], this size is the payload size.  
NOTE 2: The service are refers to the overall size of transmission and distribution networks. Typically, the size of the individual substations varies from 100m x 200m to 500m x 600m.
NOTE 3: The device density is calculated based on an individual substation, where typically several hundreds of Ambient IoT devices are required to monitor the environmental parameters. 
NOTE 4: The power consumption takes into account of the power needed for communication and sensor functions.
NOTE 5: This is calculated based on assumption that the sensor data are collected once per several seconds.
NOTE 6: For temperature, humidity and pressure measurement, typical sampling rate is 10 Hz with sample size of 32 bits, thus the data generation per Ambient IoT device is about 320 bit/s. For vibration measurement, typical sampling rate is 10 Hz with sample size of 96 bits, thus the data generation per Ambient IoT device is about 960 bit/s.



Intralogistics in automobile manufacturing
	Scenario
	Max. allowed end-to-end latency (UL)
	Service bit rate: user-experienced data rate
	Message
Size
	Communication 
Range
(meters)
	Device density
	Service area dimension
	Horizontal Positioning Accuracy (90% confidence level)

	Automatic Intralogistics in automobile manufacturing 
	>100 ms
(note 1)
	< 1 kbit/s
(note 2)
	96 bits
(note 3)
	<30
Indoors
	< 1,5 Million/km2 (note 4)
	600 000 m2
(note 5)
	[3] m

	NOTE 1:  This value corresponds to peak reading rate of 100 tags per second. The average tag reading rate is lower.
NOTE 2:  This value is calculated as the instant data rate for transmitting 96 bits within 100 ms time period. The need for data transmission is infrequent.
NOTE 3:  EPC Tag Data standard [5], the length of the EPC number ranges from 96 bits to 496 bits. For intralogistics, EPC length of 96 bits is the most common EPC lengths to satisfy the use case.
NOTE 4:  Daily around 1 million units of materials are used in the manufacturing area, but they are not used at the same time.
NOTE 5:  A typical car manufacturing plant takes up to 600 000 m2 in surface.
 



IoT sensors in smart homes
	Scenario
	Service Availability
	Speed
	Message Size
	Max.End to end latency (s)
	Communication range

	ambient power-enabled IoT devices in smart home
	99.9 %
	Stationary
	8~96bits
(note 1)
	20
	[10-30]m
Indoors
(note 2)



Airport terminal/shipping port
	Scenario
	Maximum End to End latency 
	Ambient IoT service availability
	Message
Size (UL)
	Device density
	Maximum Communication range
	Service Area 
	 

	Airport Terminal/ Shipping Port
 
	[>1sec]
 
 
 
	FFS
	[256 bits]
   
 
(Note 1)
	FFS
	FFS
	1-10km^2
 
 
(Note 2)
	 

	Note 1: 128 bits for the Electronic Product Code (EPC) of the tracked object and additional 128 bits assumed for control / other data (e.g., location-related).
Note 2: As an example, Newark Airport size ~8km^2.



Finding remote lost item
	Scenario
	Maximum Allowed end to end latency 
	Ambient IoT service availability
	Message
Size (UL)
	Device/tag density
	Maximum Communication range
	Service Area 

	Remote lost item finding
 
	[>5s]
	FFS
 
 
	256 bits
 
      (Note 1)
	<750 devices /100m2
 
(Note 2)
	10~100m
 
(Note 3)
	  FFS

	Note 1: 64bits corresponds to 20 digits in decimal number. 20 digits is assumed for the length of tag ID. Additional 192bits were assumed for control and other data (e.g., location information, IP address of server).
Note 2: 100m^2 space can be packed with about 250 large size baggage (with H=0.7m, W=0.5m). Assuming 3 layers of baggage stacked gives = 250x3 = 750
Note 3: Covers indoor and/or outdoor usage



Personal belongings finding
	Scenario
	Ambient IoT communication service latency
	Ambient IoT service availability
	Payload
Size (UL)
(NOTE 2)
	Service bit rate: user-experienced data rate
	communication range
	positioning accuracy

	Personal belongings finding 
(indoor)
	[2] s
	99.9%
	[96] bits
 
	[< 1 kbit/s]
	[10] m
	 [1-3] m, 90% availability

	Personal belongings finding
(outdoor)
	[2] s
	99.9%
	[96] bits
 
	[< 1 kbit/s]
	[100] m
	[5-10] m, 90% availability

	NOTE 1:	The “Max. instantaneous device power consumption” is for Ambient IoT device work power consumption, including receiving, transmitting and etc..
NOTE 2: The payload includes Ambient IoT device information, e.g.,. Ambient IoT device ID [15].



Base station machine room environment supervision
	Scenario
	Communication range
	Service bit rate: user-experienced data rate
	Reliability
	Max. allowed end-to-end latency

	BSMR environmental supervision
	30m indoors
	< [1]kbit/s (Note 1)
	99.9%
	[ ]s (Note 2)

	NOTE1: The data rate generated by temperature, humidity, water-logging monitoring is typically less than 1kbit/s.
NOTE 2: End to end latency refers to the time taken for an Ambient IoT device to transmit the data;
 



Indoor positioning in shopping center
	Scenario
	Ambient IoT communication service latency
	Service availability
	 
	Payload
Size (UL)
(NOTE 2)
	User-experienced data rate
	Communication range

	Positioning in shopping centre
	[0.5] s
	99.9%
	 
	[96] bits
(Note1)
	[< 10 kbit/s]
	[10] m

	NOTE 1: The payload includes Ambinet_IoT device information, e.g., Ambinet_IoT device ID[15].
NOTE 2: The device density is FFS.



Smart Laundry
	Scenario
	Max. allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Message
Size
	Device density
	Service area dimension

	Ambient IoT devices for smart laundry
	>10 s
	<100bit/s
	Typically 
< 100 bytes
(note 1)
	20 / 100m2
	several m2 up to 1000 m2
(note 2)



Automated supply distribution
	Scenario
	Max. allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Message
Size
	Device density
	Service area dimension
	Horizontal Positioning Accuracy (90% confidence level)

	Ambient IoT devices for automated supply distribution
	>10 s
	<100 bit/s
	Typically 
< 100 bytes
(note 1)
	< 1,5 Million/km2 
	600 000 m2
	[3] m
(indoors)
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