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1	Work plan related evaluation
	Do you want to modify the time budget for this WI/SI compared to what was endorsed at the last RAN meeting?
	No



If you answered No:	Then please remove the Excel file from the zip file of this status report.
If you answered Yes:	Then please fill out the attached Excel template to request a modification of the time 		budgets for your WI /SI. The Excel table has to be filled out for all affected RAN WGs and 		up to the target date of the WI/SI. The basis are the endorsed time budgets of the last 		RAN meeting. Please highlight all changes of the values.
		One time unit (TU) corresponds to ~ 2 hours in the meeting.
		If this status report covers a WI with Core and Performance part, then please have one 		line for each in the attached Excel table.
		Note: If no Excel table is attached, then this means no time budget change.
Additional explanations/motivations for the time budget changes in the attached Excel table:


2.	Detailed progress in RAN WGs since last TSG meeting (for all involved WGs)
	NOTE: Agreements and Open issues impacted cross-TSG aspects shall be explicitly highlighted
2.1	RAN1
2.1.1	Agreements
2.1.1.1	RAN1#112
General aspects of AI/ML framework

Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 

Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.


Evaluation on AI/ML for CSI feedback enhancement

Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, except for Method 3 which has been supported, There is no consensus on whether to adopt an additional method.

Agreement
Confirm the following working assumption of RAN1#110bis-e:
	Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance



Conclusion
For the intermediate KPI for evaluating the accuracy of the AI/ML output CSI, except for SGCS and NMSE which have been agreed as the baseline metrics, for whether/how to introduce an additional intermediate KPI, NO additional intermediate KPI is adopted as mandatory.
· It is up to companies to optionally report other intermediate KPIs, e.g., Relative achievable rate (RAR)

Agreement
For the evaluation of CSI enhancements, companies can optionally provide the additional throughput baseline based on CSI without compression (e.g., eigenvector from measured channel), which is taken as an upper bound for performance comparison

Agreement
Confirm the following WA on the benchmark for CSI prediction achieved in RAN1#111:
	Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction



Agreement
The CSI prediction-specific generalization scenario of various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h, etc.) is added to the list of scenarios for performing the generalization verification.
· FFS various frequency PRBs (e.g., trained based on one set of PRBs, inference on the same/different set of PRBs)

Agreement
For how to separate the templates for different training types/cases for AI/ML-based CSI compression without generalization/scalability verification, the following is considered:
· The determined template in the RAN1#111 working assumption is entitled with “1-on-1 joint training”
· A second separate template is introduced to capture the evaluation results for “multi-vendor joint training”
· Note: this table captures the results for the joint training cases of 1 NW part model to M>1 UE part models, N>1 NW part models to 1 UE part model, or N>1 NW part models to M>1 UE part models. An example is multi-vendor Type 2 training.
· A third separate template is introduced to capture the evaluation results for “separate training”
· FFS: additional KPIs for each template, e.g., overhead, latency, ect.

Agreement
For the evaluation of training Type 3 under CSI compression, besides the 3 cases considered for multi-vendors, add one new Case (1-on-1 training with joint training) as benchmark/upper bound for performance comparison.
· FFS the relationship between the pair(s) of models for Type 3 and the pair(s) of models for new Case

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases with rank >=1, companies to report the specific option adopted for AI/ML model settings to adapt to ranks/layers.
· Option 1-1 (rank specific): Separated AI/ML models are trained per rank value and applied for corresponding ranks to perform individual inference, any specific model operates on multi-layers jointly.
· FFS on the reported complexity and storage
· FFS: input/output type
· Option 1-2 (rank common): A unified AI/ML model is trained and applied for adaptive ranks to perform inference, the model operates on multi-layers jointly. 
· FFS: input/output type
· Option 2 (layer specific): Separated AI/ML models are trained per layer value and applied for corresponding layers to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report the setting is 
· Option 2-1: layer specific and rank common (different models applied for different layers; for a specific layer, the same model is applied for all rank values), or 
· Option 2-2: layer specific and rank specific (different models applied for different layers; for a specific layer, different models are applied for different rank values)
· Option 3 (layer common): A unified AI/ML model is trained and applied for each layer to perform individual inference.
· FFS on the reported complexity and storage
· Note: input/output type is Precoding matrix
· Companies to report whether the setting is 
· Option 3-1: layer common and rank common (A unified AI/ML model is applied for each layer under any rank value to perform individual inference), or 
· Option 3-2: layer common and rank specific (different models applied for different rank values; for a specific rank, the same model is applied for all layers)
· Other options not precluded.

Agreement 
The CSI feedback overhead is calculated as the weighted average of CSI payload per rank and the distribution of ranks reported by the UE. 
· For AI/ML based solutions: The above-mentioned “CSI feedback overhead” is calculated as max allowed bits at the given rank. 
· For legacy Type II CB: Option 2b is mandatorily reported by companies, while Option 2a can be optionally reported up to companies if partial NZC report is assumed for the legacy Type II CB
· Option 2a: The above-mentioned “CSI feedback overhead” is calculated as each CSI reported payload with a given rank
· Option 2b: The above-mentioned “CSI feedback overhead” is calculated as max allowed bits at the given rank

Working Assumption
For the initial template for AI/ML-based CSI compression without generalization/scalability verification achieved in the working assumption in the RAN1#111 meeting, X, Y and Z are determined as:
· X is <=80bits
· Y is 100bits-140bits
· Z is  >=230bits
X, Y and Z are applicable for per layer

Working assumption 
The following initial template is considered to replace the template achieved in the working assumption in the RAN1#111 meeting, for companies to report the evaluation results of AI/ML-based CSI compression of 1-on-1 joint training without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS the description and results for generalization/scalability may need a separate table
· Note: the values of CSI feedback overhead for the mean UPT and 5% UPT may need to be revisited in the 112bis-e meeting
· FFS: training related overhead
· FFS: how to capture CSI overhead reduction to the template
· Note: It is to be captured to the template after a way is found on how to derive the CSI overhead reduction.

Table X. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	
	…

	CSI generation part
	AI/ML model backbone
	
	
	

	
	Pre-processing
	
	
	

	
	Post-processing
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	CSI reconstruction part
	AI/ML model backbone
	
	
	

	
	[Pre-processing]
	
	
	

	
	[Post-processing]
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	Common description
	Input type
	
	
	

	
	Output type
	
	
	

	
	Quantization /dequantization method
	
	
	

	
	Rank/layer adaptation settings for rank>1
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method (including scalar/codebook based quantization, and the parameters)
	
	
	

	
	Overhead reduction compared to Float32 if high resolution quantization of ground-truth CSI is applied
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Benchmark assumptions, e.g., CSI overhead calculation method (Optional)
	
	
	

	SGCS of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	SGCS of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for SGCS, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for SGCS, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
(other layers)
	
	
	
	

	NMSE of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	NMSE of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for NMSE, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for NMSE, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
(other layers)
	
	
	
	

	Other intermediate KPI (description/value) (optional)
	
	
	

	Gain for other intermediate KPI (description/value) (optional)
	
	
	

	Gain for Mean UPT (for a specific CSI feedback overhead)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for 5% UPT
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for upper bound without CSI compression over Benchmark –Mean UPT (Optional)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	Gain for upper bound without CSI compression over Benchmark –5% UPT (Optional)
	[CSI feedback payload X*Max rank value]
	
	
	

	
	[CSI feedback payload Y*Max rank value]
	
	
	

	
	[CSI feedback payload Z*Max rank value]
	
	
	

	[CSI feedback reduction (%)]
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	


· Note: “Benchmark” means the type of Legacy CB used for comparison.
· Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantizaion (SQ/VQ), etc.
· Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

 
Working assumption
A separate table to capture the evaluation results of generalization/scalability verification for AI/ML-based CSI compression is given in the following initial template
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB

Table X. Evaluation results for CSI compression with model generalization/scalability, [Max rank value], [Scenario/configuration]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	
	

	
	Pre-processing
	
	

	
	Post-processing
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Number of parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	
	Generalization/Scalability method description if applicable, e.g., truncation, adaptation layer, etc.
	
	

	
	Input/output scalability dimension if applicable, e.g., N>=1 NW part model(s) to M>=1 UE part model(s)
	
	

	Dataset description
	Ground-truth CSI quantization method
	
	

	[Other assumptions/settings agreed to be reported]
	
	

	Generalization Case 1
	Train (setting#A, size/k)
	
	

	
	Test (setting#A, size/k)
	
	

	SGCS, layer 1
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	SGCS, layer 2
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	NMSE, layer 1
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	NMSE, layer 2
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(other settings for Case 1)
	
	
	

	…
	
	
	

	Generalization Case 2
	Train (setting#A, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	…
(results for Case 2)
	
	
	

	…
(other settings for Case 2)
	
	
	

	Generalization Case 3
	Train (setting#A+#B, size/k)
	
	

	
	Test (setting#A/#B, size/k)
	
	

	…
(results for Case 3)
	
	
	

	…
(other settings for Case 3)
	
	
	

	Fine-tuning case (optional)
	Train (setting#A, size/k)
	
	

	
	Fine-tune (setting#B, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	…
(results for Fine-tuning)
	
	
	

	…
(other settings for Fine-tuning)
	
	
	

	FFS others
	
	
	


· Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantizaion (SQ/VQ), etc.
· Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.

Working Assumption 
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction with generalization verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB

Table X. Evaluation results for CSI prediction with model generalization, [Max rank value]
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model description (e.g., backbone, structure)
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	CSI feedback periodicity
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Generalization Case 1
	Train (setting#A, size/k)
	
	

	
	Test (setting#A, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 1)
	
	
	

	Generalization Case 2
	Train (setting#A, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 2)
	
	
	

	Generalization Case 3
	Train (setting#A+#B, size/k)
	
	

	
	Test (setting#A/#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Case 3)
	
	
	

	Fine-tuning case (optional)
	Train (setting#A, size/k)
	
	

	
	Fine-tune (setting#B, size/k)
	
	

	
	Test (setting#B, size/k)
	
	

	
	SGCS (1,…N, N is number of prediction instances)
	
	

	
	NMSE (1,…N, N is number of prediction instances)
	
	

	…
(other settings and results for Fine-tuning)
	
	
	

	FFS others
	
	
	



Working Assumption 
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression for multi-vendor joint training and without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
· FFS case of multiple layers

Table X. Evaluation results for CSI compression of multi-vendor joint training without model generalization/scalability, [Max rank value]
	
	
	Source 1
	…

	Common description
	Input type
	
	

	
	Output type
	
	

	
	[Training method]
	
	

	
	Quantization /dequantization method
	
	

	Dataset description
	Train/k
	
	

	
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	Case 1 (baseline): NW#1-UE#1
	UE part AI/ML model backbone/structure
	
	

	
	Network part AI/ML model backbone/structure
	
	

	...
(other NW-UE combinations for Case 1)
	
	
	

	Case 2 (1 NW part to M>1 UE parts)
	NW part model backbone/structure
	
	

	
	UE#1 part model backbone/structure
	
	

	
	UE#1 part training dataset description and size
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE#M part training dataset description and size
	
	

	Case 3 (N>1 NW parts to 1 UE part)
	UE part model backbone/structure
	
	

	
	NW#1 part model backbone/structure
	
	

	
	NW#1 part training dataset description and size
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	NW#N part training dataset description and size
	
	

	Intermediate KPI type (SGCS/NMSE)
	
	

	FFS other cases
	
	
	

	Case 1: NW#1-UE#1: Intermediate KPI 
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(results for other NW-UE combinations for Case 1)
	
	
	

	Case 2: Intermediate KPI 
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 3: Intermediate KPI 
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	FFS other cases
	
	
	

	FFS others
	
	
	


· Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantizaion (SQ/VQ), etc.
· Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction par

Working Assumption 
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression for sequentially separate training and without generalization/scalability verification
· To be collected before 112bis-e meeting
· FFS whether the intermediate KPI results are gain over benchmark or absolute values
· FFS whether the intermediate KPI results are in forms of linear or dB
· FFS case of multiple layers

Table X. Evaluation results for CSI compression of separate training without model generalization/scalability, [Max rank value]
	
	
	Source 1
	…

	Common description
	Input type
	
	

	
	Output type
	
	

	
	Quantization /dequantization method
	
	

	
	Shared output of CSI generation part/input of reconstruction part is before or after quantization
	
	

	Dataset description
	Test/k
	
	

	
	Ground-truth CSI quantization method
	
	

	[Benchmark: NW#1-UE#1 joint training]
	UE part AI/ML model backbone/structure
	
	

	
	Network part AI/ML model backbone/structure
	
	

	
	Training dataset size
	
	

	...
(other NW-UE combinations for benchmark)
	
	
	

	Case 1-NW first training
	NW part AI/ML model backbone/structure
	
	

	
	UE#1 part model backbone/structure
	
	

	
	UE#1 part training dataset description and size
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE#M part training dataset description and size
	
	

	
	[air-interface overhead of information (e.g., dataset) sharing]
	
	

	Case 1-UE first training
	NW#1 part model backbone/structure
	
	

	
	NW#1 part training dataset description and size
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	NW#N part training dataset description and size
	
	

	
	UE part model backbone/structure
	
	

	
	[air-interface overhead of information (e.g., dataset) sharing]
	
	

	Case 2-UE first training
	UE#1 part model backbone/structure
	
	

	
	…
	
	

	
	UE#M part model backbone/structure
	
	

	
	UE part AI/ML model backbone/structure
	
	

	
	NW part training dataset description and size (e.g., description/size of dataset from M UEs and how to merge)
	
	

	Case 3-NW first training
	NW#1 part model backbone/structure
	
	

	
	…
	
	

	
	NW#N part model backbone/structure
	
	

	
	UE part model backbone/structure
	
	

	
	UE part training dataset description and size (e.g., description/size of dataset from N NWs and how to merge)
	
	

	Intermediate KPI type (SGCS/NMSE)
	
	

	FFS other cases
	
	
	

	NW#1-UE#1 joint training: Intermediate KPI
	CSI feedback payload X
	
	

	
	CSI feedback payload Y
	
	

	
	CSI feedback payload Z
	
	

	…
(results for other 1-on-1 NW-UE joint training combinations)
	
	
	

	Case 1-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 1-UE first training: Intermediate KPI
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 2-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW#1-UE
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW#N-UE
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	Case 3-NW first training: Intermediate KPI
	CSI feedback payload X, 
NW-UE#1
	
	

	
	…
	
	

	
	CSI feedback payload X, 
NW-UE#M
	
	

	
	CSI feedback payload Y …
	
	

	
	CSI feedback payload Z …
	
	

	FFS other cases
	
	
	

	FFS others
	
	
	


· Note: “Quantization/dequantization method” includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantizaion (SQ/VQ), etc.
· Note: “Input type” means the input of the CSI generation part. “output type” means the output of the CSI reconstruction part.


Other aspects on AI/ML for CSI feedback enhancement

Agreement
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately

Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 

Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection

Agreement
In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.

Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit

In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.


Evaluation on AI/ML for beam management

Agreement
· Further study the impact of quantization error of inputed L1-RSRP (for training and inference)  for AI/ML model for beam management. 
· Existing quantization granularity of L1-RSRP (i.e., 1dB for the best beam, 2dB for the difference to the best beam) is the starting point for evaluation at least for network-sided model. 

Agreement
· Further study on whether/how to evaluate the performance impact with L1-RSRP measurement accuracy. 

Agreement
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam is defined as
· Option A (baseline): the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B(optional), the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair is defined as
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Other options are not precluded and can be reported by companies. 
· Note: This is only for evaluation discussion 

Agreement
· For AI/ML models, which provide L1-RSRP as the model output, to evaluate the accuracy of predicted L1-RSRP, companies optionally report average (absolute value)/CDF of the predicted L1-RSRP difference, where the predicted L1-RSRP difference is defined as:
· The difference between the predicted L1-RSRP of Top-1[/K] predicted beam and the ideal L1-RSRP of the same beam.

Agreement
· For the evaluation of Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), further study the following options as AI/ML model inputs 
· Alt 2: Implicit information of Tx beam ID and/or Rx beam ID
· E.g., measurements of Set B of beams together with default values (e.g. 0) for the beams not in Set B are used as AI inputs in a certain order/ matrix/ vector. 
· Detailed assumption can be reported by companies.
· Alt 3: Tx beam ID and/or Rx beam ID is used as inputs of AI/ML explicitly 
· Note: Specification impact can be discussed separately.  

Agreement
· Additionally study the following option on the selection of Set B of beams (pairs) (for Option 2: Set B is variable) 
· Opt D: Set B is a subset of measured beams (pairs) Set C (including Set B = Set C), e.g. Top-K beams(pairs) of Set C
· Companies report the number of pre-configured patterns used in the evaluation for Option 2: Set B is variable if applicable (e.g. Opt A and Opt B)


Other aspects on AI/ML for beam management

Conclusion
For the sub use case BM-Case1 and BM-Case2, “Alt.2: DL Rx beam prediction” is deprioritized.

Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction


Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).

Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded


Evaluation on AI/ML for positioning accuracy enhancement
Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, companies include the evaluation area in their reporting template, assuming the same evaluation area is used for training dataset and test dataset.
Note: 
· Baseline evaluation area for InF-DH = 120x60 m.
· if different evaluation areas are used for training dataset and test dataset, they are marked out separately under “Train” and “Test” instead. 

Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description], UE distribution area = [e.g., 120x60 m, 100x40 m]
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Train
	Test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	



Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description], UE distribution area = [e.g., 120x60 m, 100x40 m] 
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	Test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	
	



Agreement
The agreement made in RAN1#110 AI 9.2.4.1 is updated by adding additional note:
Note: if complex value is used in modelling process, the number of the model parameters is doubled, which is also applicable for other AIs of AI/ML


Agreement
For both the direct AI/ML positioning and AI/ML assisted positioning, study the model input, considering the tradeoff among model performance, model complexity and computational complexity.
· The type of information to use as model input. The candidates include at least: time-domain CIR, PDP.
· The dimension of model input in terms of NTRP, Nt, and Nt’.
· Note: For the direct AI/ML positioning, model input size has impact to signaling overhead for model inference.


Agreement
For direct AI/ML positioning, study the performance of model monitoring methods, including:
· Label based methods, where ground truth label (or its approximation) is provided for monitoring the accuracy of model output.
· Label-free methods, where model monitoring does not require ground truth label (or its approximation).

Agreement
For AI/ML assisted approach, study the performance of label-free model monitoring methods, which do not require ground truth label (or its approximation) for model monitoring.

Conclusion
· No dedicated evaluation is needed for the positioning accuracy performance of model switching
· It does not preclude future discussion on model switching related performance

Agreement
For direct AI/ML positioning, study the impact of labelling error to positioning accuracy  
· The ground truth label error in each dimension of x-axis and y-axis can be modeled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 
· Value L is up to sources. 
· Other models are not precluded
· [Whether/how to study the impact of labelling error to label-based model monitoring methods]
· [Whether/how to study the impact of labelling error for AI/ML assisted positioning.]

Observation
Evaluation of the following generalization aspects show that the positioning accuracy of direct AI/ML positioning deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 
· The generalization aspects include:
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· Network synchronization error 
· Companies have provided evaluation results which show that the positioning accuracy on the test dataset can be improved by better training dataset construction and/or model fine-tuning/re-training.
· Better training dataset construction: The training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset. 
· Model fine-tuning/re-training: the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset.
Note: ideal model training and switching may provide the upper bound of achievable performance when the AI/ML model needs to handle different deployment scenarios.

Other aspects on AI/ML for positioning accuracy enhancement
Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study

Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded

Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 

Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).

2.1.2	Remaining Open issues
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
· Complete AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set
· Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
2.2	RAN2
2.2.1	Agreements
2.2.2.1	RAN2#121
Data Collection
Proposal 1	RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.
Proposal 2	Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.
Proposal 3	RAN2 to separately analyse the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted.
Proposal 4	Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation of existing frameworks while focusing on different performance metrics.
Proposal 5	When summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved, and configuration aspects. FFS on how to handle security/privacy.
Proposal 6	Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.
Proposal 7	Upon receiving specific (RAN1) requirements, RAN2 to decide whether the existing frameworks can be reused/extended, or whether a new framework is required.
Proposal 8	For data collection, RAN2 will simply keep progressing and will inform of concerning agreements to RAN1 when necessary.

P1-P8 are loosely endorsed with the understanding that we can also go beyond, e.g. analyse other methods.

Endorse the table (below) as a starting point (e.g. can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 
Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose
R2 may consider including the existing EVEX framework for this SI, FFS exactly what this means, can discuss next meeting.
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	Procedure latency***:
Latency to enter CONNECTED state
Latency to receive gNB request signaling (~20ms)
Air interface signaling latency****: 
~20ms (RRC)
Other latency:
Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	Procedure latency:
Report interval: 
l20ms~30min for periodic report
TTT for event triggered report
Air interface signaling latency:
~20ms (RRC)
Other latency:
Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	Procedure latency:
Report interval: 
l20ms~30min for periodic report
TTT for event triggered report
Air interface signaling latency:
20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	Procedure latency:
Report interval: 
4-320 slot for periodic report and semi-persistent report 
0-32 slot after reception of DCI for aperiodic report 
Air interface signaling latency:
1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	Procedure latency:
Upon generation of UE's preference
Air interface signaling latency:
~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	Procedure latency:
Latency to enter CONNECTED state
Latency to receive gNB request signaling (~20ms)
Air interface signaling latency: 
~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	Procedure latency:
Latency to get upper layer trigger (for UE triggered)
Or latency to receive NW request message (~20ms)
Air interface signaling latency: 
~20ms (RRC)
Other latency:
Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message



Note:
* The payload size doesn't consider signaling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g. entering CONNECTED state, report interval)
****Air interface signaling latency is the latency to transmit one report, e.g. RRC signaling latency or PUCCH signaling latency.   
Model Transfer
We Use the wording “model transfer/delivery”
model delivery that serves the use cases in the SI is within RAN2 scope, regardless other aspects.
Agreed: 
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following:
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).

Table: relations between solutions and use cases
	Solutions
	Applicable use cases

	Solution 1a, 1b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 1a and 1b.

	Solution 2a, 2b
	CSI feedback enhancement
Beam management
Note: No specific considerations for Positioning accuracy enhancement for Solution 2a and 2b.

	Solution 3a, 3b
	Positioning accuracy enhancement

	Solution 4
	CSI feedback enhancement
Beam management
Positioning accuracy enhancement


Note: the solutions use case relation is preliminary (work in progress), and the purpose is to have better understanding on what to further analyse


The table (below) can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 

	
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segementation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework

	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic


Model ID and UE cap
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 

2.2.2	Remaining Open issues
And while it was not agreed which issues will be addressed at the next meeting, based on what was discussed during RAN2#121 the following do appear to be relevant:
· Architecture; functionality-to-entity mapping,
· Life Cycle Management implications from a RAN2 point of view,
· Progress with data collection and model transfer tables (e.g., decide how to use them, whether there is a need to restructure them, analyse/modify content, etc)
· Understand EVEX and other potential frameworks for data collection 


2.3	RAN3
2.3.1	Agreements
2.3.2	Remaining Open issues
2.4	RAN4
2.4.1	Agreements
2.4.2	Remaining Open issues
2.5	RAN5
2.5.1	Agreements
2.5.2	Remaining Open issues
2.5.3	Remaining Open issues with cross-WG dependencies
2.6	RAN6
2.6.1	Agreements
2.6.2	Remaining Open issues

3.	Detailed progress in SA/CT WGs since last TSG meeting (for all involved WGs)
NOTE: This section only needs to be filled in for WI/SIs where there is a corresponding relevant WI/SI in SA/CT. 
3.1	SAx/CTs
3.1.1	Agreements with cross-TSG impacts
3.1.2	Remaining Open issues with cross-TSG impacts
NOTE: This section should also flag any critical dependencies that need TSG attention. 
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R2-2301634	Protocol aspects of AI/ML framework for NR air interface	AT&T	discussion
R2-2301835	Discussion on AIML methods	TCL Communication Ltd.	discussion
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Use case specific aspects
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