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1	Introduction
In RAN #94 e-meeting, the study item on AI/ML for NR air-interface was agreed in the SID [1]. In the SID, the initial set of use cases includes CSI feedback enhancement, beam management and positioning accuracy enhancement. The representative sub-use cases for each use case will be finalized in RAN#98. 
This contribution presents our views on the representative sub-use cases and RAN2 progress of R18 AI/ML for NR air interface. Our discussions are provided in Section 2. In Section 3, we give the corresponding updates for the objective of SID. The corresponding proposals and SID updates are summarized in Section 4.
2	Discussion
2.1 CSI feedback enhancement
The following agreements were made related with representative sub-use cases for CSI feedback enhancement during RAN1 WG meetings.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
· Note: Continue evaluation discussion in 9.2.2.1.
· Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer further till the end of R18 AI/ML SI.
· Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.


Thus, there are two agreed representative sub-use cases for CSI feedback enhancement as following:
· CSI-Case1: Spatial-frequency domain CSI compression using two-sided AI model;
· CSI-Case2: Time domain CSI prediction using UE-sided model.
Proposal 1: The representative sub-use cases for CSI feedback enhancement include:
· CSI-Case1: Spatial-frequency domain CSI compression using two-sided AI model;
· CSI-Case2: Time domain CSI prediction using UE-sided model.

2.2 Beam management
The following agreements were made related with representative sub-use cases for beam management during RAN1 WG meetings.
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.
Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


Thus, there are two agreed representative sub-use cases for beam management as following:
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams;
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams.
In RAN1 agreement, there is a Note to say that for BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range. We think the scenario that Set A and Set B are in different Frequency Ranges is not valid, since the corresponding antennas for Set A and Set B will be very different and there should be no any relationship between Set A and Set B. The Set A of beams cannot be predicted based on measurement results of Set B of beams in different Frequency Ranges. Thus, we propose for BM-Case1 and BM-Case2, beams in Set A and Set B should be in the same Frequency Range.
Proposal 2: For BM-Case1 and BM-Case2, beams in Set A and Set B should be in the same Frequency Range.
For the DL Rx beam prediction, it may only be feasible to be implemented at UE side without spec impact. Thus, we support that DL Rx beam prediction can be de-prioritized for both BM-Case1 and BM-Case2.
Proposal 3: For the sub use case BM-Case1 and BM-Case2, focus on DL Tx beam prediction and DL beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam).
Proposal 4: The representative sub-use cases for beam management for DL Tx beam prediction and DL beam pair prediction include:
· BM-Case1: Spatial-domain DL beam prediction in the same Frequency Range;
· BM-Case2: Temporal DL beam prediction in the same Frequency Range.

2.3 Positioning accuracy enhancement
The following agreements were made related with representative sub-use cases for positioning accuracy enhancement during RAN1 WG meetings.
	Agreement
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. 
Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.
Agreement
For further study, at least the following aspects of AI/ML for positioning accuracy enhancement are considered.
· Direct AI/ML positioning: the output of AI/ML model inference is UE location
· E.g., fingerprinting based on channel observation as the input of AI/ML model 
· FFS the details of channel observation as the input of AI/ML model, e.g. CIR, RSRP and/or other types of channel observation
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· E.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
· FFS the details of input and output for corresponding AI/ML model(s)
· FFS: applicable scenario(s) and AI/ML model generalization aspect(s)
· Companies are encouraged to clarify all details/aspects of their proposed AI/ML approaches/sub use case(s) of AI/ML for positioning accuracy enhancement 
Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


Thus, there are two agreed representative sub-use cases for positioning accuracy enhancement for the IIoT indoor factory (InF) scenario as following:
· Positioning-Case1: Direct AI/ML positioning: the output of AI/ML model inference is UE location;
· Positioning-Case2: AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement.
For the cases of AI/ML based positioning accuracy enhancement, regarding Case 2b and 3b, the sub-use case of AI/ML assisted positioning can also be realized. For example, for Case 2b, UE reports measurement results, e.g., CIR, to LMF. LMF uses AI/ML model to estimate timing and/or angle of measurements based on CIR, and then the estimated results are used by LMF to calculate the positioning. The similar method can be used in Case 3b. Thus, we propose to add the sub-use case of AI/ML assisted positioning in Case 2b and 3b.
Proposal 5: Add the sub-use case of AI/ML assisted positioning in Case 2b and 3b.
Proposal 6: The representative sub-use cases for positioning accuracy enhancement for InF scenario include Positioning-Case1: direct AI/ML positioning and Positioning-Case2: AI/ML assisted positioning, which can be used in the following cases of AI/ML based positioning accuracy enhancement:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning;
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning;
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML or AI/ML assisted positioning;
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning;
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML or AI/ML assisted positioning.
Proposal 7: Update SID to include the representative sub-use cases to give the guideline for further study.

2.4 RAN2 progress
RAN2 already discussed AI/ML topics in the last two meetings, i.e., RAN2#119bis-e and RAN2#120. However, the general progress is slow and discussion is divergent. Thus, it’s necessary to discuss RAN2 scope and give the specific guideline in SID.
From our point of view, RAN2 should focus on the following aspects:
· Model transfer/delivery
· Data collection procedure
· Model/Functionality identification procedure
· Model configuration
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring procedure
· UE capability procedure
The above aspects may need to be discussed based on different use cases, since different use cases may have different requirements, which needs RAN1 inputs. For example, in AI based CSI compression, two-sided model is used, while in AI based beam management and positioning, one-sided model is used. Moreover, in AI based positioning, one more NW entity, i.e., LMF, is involved on top of gNB and UE. Thus, the discussion on above aspects should consider the specific requirements of different use cases per RAN1 input.
Proposal 8: RAN2 should focus on the following aspects per use case based on RAN1 inputs.
· Model transfer/delivery
· Data collection procedure
· Model/Functionality identification procedure
· Model configuration
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring procedure
· UE capability procedure
Proposal 9: Update SID to give the specific guideline for RAN2 issues.
3	Updated the objective of SID
Based on the above discussion and proposals, the use case description in the objective of SID should be updated as following.
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
· The representative sub-use cases for CSI feedback enhancement include:
· CSI-Case1: Spatial-frequency domain CSI compression using two-sided AI model
· CSI-Case2: Time domain CSI prediction using UE-sided model
· The representative sub-use cases for beam management for DL Tx beam prediction and DL beam pair prediction include:
· BM-Case1: Spatial-domain DL beam prediction in the same Frequency Range
· BM-Case2: Temporal DL beam prediction in the same Frequency Range
· The representative sub-use cases for positioning accuracy enhancement for InF scenario include:
· Positioning-Case1: direct AI/ML positioning: the output of AI/ML model inference is UE location
· Positioning-Case2: AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· The representative sub-use cases for positioning accuracy enhancement can be used in the following cases of AI/ML based positioning accuracy enhancement:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning;
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning;
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML or AI/ML assisted positioning;
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning;
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML or AI/ML assisted positioning.

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 



The RAN2 issues in the objective of SID should be updated as following.
	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Focus on the following aspects per use case based on RAN1 inputs
· Model transfer/delivery
· Data collection procedure
· Model/Functionality identification procedure
· Model configuration
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring procedure
· UE capability procedure
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition



4	Conclusion
This contribution discusses the representative sub-use cases of R18 AI/ML for NR air interface, for which the proposals are summarized in the following. 
Proposal 1: The representative sub-use cases for CSI feedback enhancement include:
· CSI-Case1: Spatial-frequency domain CSI compression using two-sided AI model;
· CSI-Case2: Time domain CSI prediction using UE-sided model.
Proposal 2: For BM-Case1 and BM-Case2, beams in Set A and Set B should be in the same Frequency Range.
Proposal 3: For the sub use case BM-Case1 and BM-Case2, focus on DL Tx beam prediction and DL beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam).
Proposal 4: The representative sub-use cases for beam management for DL Tx beam prediction and DL beam pair prediction include:
· BM-Case1: Spatial-domain DL beam prediction in the same Frequency Range;
· BM-Case2: Temporal DL beam prediction in the same Frequency Range.
Proposal 5: Add the sub-use case of AI/ML assisted positioning in Case 2b and 3b.
Proposal 6: The representative sub-use cases for positioning accuracy enhancement for InF scenario include Positioning-Case1: direct AI/ML positioning and Positioning-Case2: AI/ML assisted positioning, which can be used in the following cases of AI/ML based positioning accuracy enhancement:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning;
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning;
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML or AI/ML assisted positioning;
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning;
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML or AI/ML assisted positioning.
Proposal 7: Update SID to include the representative sub-use cases to give the guideline for further study.
Proposal 8: RAN2 should focus on the following aspects per use case based on RAN1 inputs.
· Model transfer/delivery
· Data collection procedure
· Model/Functionality identification procedure
· Model configuration
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring procedure
· UE capability procedure
Proposal 9: Update SID to give the specific guideline for RAN2 issues.

We also suggest the following updates for the SID including use case description and RAN2 issues:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
· The representative sub-use cases for CSI feedback enhancement include:
· CSI-Case1: Spatial-frequency domain CSI compression using two-sided AI model
· CSI-Case2: Time domain CSI prediction using UE-sided model
· The representative sub-use cases for beam management for DL Tx beam prediction and DL beam pair prediction include:
· BM-Case1: Spatial-domain DL beam prediction in the same Frequency Range
· BM-Case2: Temporal DL beam prediction in the same Frequency Range
· The representative sub-use cases for positioning accuracy enhancement for InF scenario include:
· Positioning-Case1: direct AI/ML positioning: the output of AI/ML model inference is UE location
· Positioning-Case2: AI/ML assisted positioning: the output of AI/ML model inference is new measurement and/or enhancement of existing measurement
· The representative sub-use cases for positioning accuracy enhancement can be used in the following cases of AI/ML based positioning accuracy enhancement:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning;
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning;
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML or AI/ML assisted positioning;
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning;
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML or AI/ML assisted positioning.

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 



	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Focus on the following aspects per use case based on RAN1 inputs
· Model transfer/delivery
· Data collection procedure
· Model/Functionality identification procedure
· Model configuration
· Model selection, activation, deactivation, switching, and fallback operation
· Model monitoring procedure
· UE capability procedure
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition
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