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1	Work plan related evaluation
	Do you want to modify the time budget for this WI/SI compared to what was endorsed at the last RAN meeting?
	No



If you answered No:	Then please remove the Excel file from the zip file of this status report.
If you answered Yes:	Then please fill out the attached Excel template to request a modification of the time 		budgets for your WI /SI. The Excel table has to be filled out for all affected RAN WGs and 		up to the target date of the WI/SI. The basis are the endorsed time budgets of the last 		RAN meeting. Please highlight all changes of the values.
		One time unit (TU) corresponds to ~ 2 hours in the meeting.
		If this status report covers a WI with Core and Performance part, then please have one 		line for each in the attached Excel table.
		Note: If no Excel table is attached, then this means no time budget change.
Additional explanations/motivations for the time budget changes in the attached Excel table:


2.	Detailed progress in RAN WGs since last TSG meeting (for all involved WGs)
	NOTE: Agreements and Open issues impacted cross-TSG aspects shall be explicitly highlighted
2.1	RAN1
2.1.1	Agreements
2.1.1.1	RAN1#110bis-e
General aspects of AI/ML framework
Working Assumption
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
iii. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
iv. Overhead (e.g., signaling overhead associated with model monitoring)
v. Complexity (e.g., computation and memory cost for model monitoring)
vi. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
vii. FFS: Power consumption
viii. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
ix. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
x. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
xi. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.


Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.

Evaluation on AI/ML for CSI feedback enhancement
Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, if SLS is adopted, the ‘Traffic model’ in the baseline of EVM is captured as follows:
	Traffic model	
	At least, FTP model 1 with packet size 0.5 Mbytes is assumed
Other options are not precluded.



Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, if realistic DL channel estimation is considered, regarding how to calculate the intermediate KPI of CSI accuracy, 
· Use the target CSI from ideal channel and use output CSI from the realistic channel estimation
· The target CSI from ideal channel equally applies to AI/ML based CSI feedback enhancement, and the baseline codebook
Note: there is no restriction on model training

Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for “Baseline for performance evaluation” in the EVM table, Type I Codebook (if it outperforms Type II Codebook) can be optionally considered for comparing AI/ML schemes up to companies
· Note: Type II Codebook is baseline as agreed

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the outdoor UEs, add O2I car penetration loss per TS 38.901 if the simulation assumes UEs inside vehicles.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, no explicit trajectory modeling is considered for evaluation

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model

Conclusion
If ideal DL channel estimation is considered (which is optional) for the evaluations of CSI feedback enhancement, there is no consensus on how to use the ideal channel estimation for dataset construction, or performance evaluation/inference.
· It is up to companies to report whether/how ideal channel is used in the dataset construction as well as performance evaluation/inference.

Conclusion 
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
· For each FP/BP loop,
· Step 1: UE side generates the FP results (i.e., CSI feedback) based on the data sample(s), and sends the FP results to NW side
· Step 2: NW side reconstructs the CSI based on FP results, trains the CSI reconstruction part, and generates the BP information (e.g., gradients), which are then sent to UE side
· Step 3: UE side trains the CSI generation part based on the BP information from NW side
· Note: the dataset between UE side and NW side is aligned.
· Other Type 2 training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
· Other Type 3 NW-first training approaches are not precluded and reported by companies

Conclusion
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
· Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
· Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
· Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
· Other Type 3 UE-first training approaches are not precluded and reported by companies

Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)

Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods

Agreement
For evaluating the performance impact of ground-truth quantization in the CSI compression, study high resolution quantization methods for ground-truth CSI, e.g., including at least the following options
· High resolution scalar quantization, e.g., Float32, Float16, etc.
· FFS select one of the scalar quantization resolutions as baseline
· High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
· FFS new parameters
· Other quantization methods are not precluded

Agreement
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement which is optionally considered by companies, the following case is taken 
· The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance

Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following cases are considered for evaluations:
· Case 1 (baseline): Aligned AI/ML model structure between NW side and UE side
· Case 2: Not aligned AI/ML model structures between NW side and UE side
· Companies to report the AI/ML structures for the UE part model and the NW part model, e.g., different backbone (e.g., CNN, Transformer, etc.), or same backbone but different structure (e.g., number of layers)
· FFS different sizes of datasets between NW side and UE side
· FFS aligned/different quantization/dequantization methods between NW side and UE side
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model

Agreement
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), the following evaluation cases are considered for multi-vendors,
· Case 1 (baseline): Type 2 training between one NW part model to one UE part model
· Case 2: Type 2 training between one NW part model and M>1 separate UE part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at UE part models, e.g., whether the same or different dataset(s) are used among M UE part models
· Case 3: Type 2 training between one UE part model and N>1 separate NW part models
· Companies to report the AI/ML structures for the UE part model and the NW part model
· FFS Companies to report the dataset used at NW part models, e.g., whether the same or different dataset(s) are used among N NW part models
· FFS N NW part models to M UE part models
· FFS different quantization/dequantization methods between NW and UE
· FFS: whether/how to evaluate the case where the input/output types and/or pre/post-processing are not aligned between NW part model and UE part model
· FFS: companies to report the training order of UE-NW pair(s) in case of M UE part models and/or N NW part models
· FFS: whether/how to report overhead

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations
· Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit
· Companies to report the raw channel is in frequency domain or delay domain
· Precoding matrix
· Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
· Other input/output types are not precluded
· Companies to report the combination of input (for CSI generation part) and output (for CSI reconstruction part), 
· Note: the input and output may be of different types

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for SLS, spatial consistency procedure A with 50m decorrelation distance from 38.901 is used (if not used, company should state this in their simulation assumptions)
· UE velocity vector is assumed as fixed over time in Procedure A modeling

Agreement
In the evaluation of the AI/ML based CSI feedback enhancement, for the calculation of intermediate KPI, the following is considered as the granularity of the frequency unit for averaging operation 
· For 15kHz SCS: For 10MHz bandwidth: 4 RBs; for 20MHz bandwidth: 8 RBs
· For 30kHz SCS: For 10MHz bandwidth: 2 RBs; for 20MHz bandwidth: 4 RBs
· Note: Other frequency unit granularity is not precluded and reported by companies

Other aspects on AI/ML for CSI feedback enhancement

Conclusion 
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
• 	Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression



Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE

Evaluation on AI/ML for beam management
Working Assumption
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Conclusion
· For system performance related KPI (if supported) evaluation (model inference), companies report either of the following traffic model:
· Option 1: Full buffer
· Option 2: FTP model with detail assumptions (e.g., FTP model 1, FTP model 3)

Agreement
· BS antenna configuration: 
· antenna setup and port layouts at gNB: (4, 8, 2, 1, 1, 1, 1), (dV, dH) = (0.5, 0.5) λ
· Other assumptions are not precluded
· BS Tx power for evaluation: 
· 40dBm (baseline)
· Other values (e.g. 34 dBm) are not precluded and can be reported by companies
· UE antenna configuration (Clarification of agreement in RAN 1 #110): 
· antenna setup and port layouts at UE: (1, 4, 2, 1, 2, 1, 1), 2 panels (left, right) 
· Other assumptions are not precluded

Agreement
· For the evaluation of both BM-Case1 and BM-Case2, 32 or 64 downlink Tx beams (maximum number of available beams) at NW side. 
· Other values, e.g., 256, etc, are not precluded and can be reported by companies.
· For the evaluation of both BM-Case1 and BM-Case2, 4 or 8 downlink Rx beams (maximum number of available beams) per UE panel at UE side. 
· Other values, e.g., 16, etc, are not precluded and can be reported by companies.

Agreement
· The options to evaluate beam prediction accuracy (%):
· Top-1 (%): the percentage of “the Top-1 genie-aided beam is Top-1 predicted beam”
· Top-K/1 (%): the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
· Top-1/K (%) (Optional): the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· Where K >1 and values can be reported by companies.

Agreement 
· For DL Tx beam prediction, the definition of Top-1 genie-aided Tx beam considers the following options 
· Option A, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx and Rx beams
· Option B, the Top-1 genie-aided Tx beam is the Tx beam that results in the largest L1-RSRP over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams

Agreement 
· For DL Tx-Rx beam pair prediction, the definition of Top-1 genie-aided Tx-Rx beam pair considers the following options:
· Option A: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx and Rx beams
· Option B: The Tx-Rx beam pair that results in the largest L1-RSRP over all Tx over all Tx beams with specific Rx beam(s)
· FFS on specific Rx beam(s)
· Note: specific Rx beams are subset of all Rx beams

Agreement
· For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, the set of scenarios/configurations are considered focusing on one or more of the following aspects as a starting point:
· Scenarios
· Various deployment scenarios 
· Various outdoor/indoor UE distributions 
· Various UE mobility 
· Configurations
· Various UE parameters 
· Various gNB settings 
· [Various Set B of beam(pairs)]
· Other aspects of scenarios/configurations are not precluded
· The selected scenarios/configurations for generalization verification may consider the AI model inference node (e.g., @UE or @gNB) and use case (e.g., BM-Case1, or BM-Case2)
· Companies to report the selected scenarios/configurations for generalization verification
· Note: other approaches for achieving good generalization performance for AI/ML-based schemes are not precluded.

Working Assumption
For both BM-Case1 and BM-Case 2, the following table is adopted as working assumption for reporting the evaluation results.

Table X. Evaluation results for [BM-Case1 or BM-Case2] without model generalization for [DL Tx beam prediction or Tx-Rx beam pair prediction or Rx beam prediction]
	
	Company A
	……

	Assumptions
	Number of [beams/beam pairs] in Set A
	
	

	
	Number of [beams/beam pairs] in Set B
	
	

	
	Baseline scheme
	
	

	AI/ML model
input/output
	Model input
	
	

	
	Model output
	
	

	Data Size
	Training
	
	

	
	Testing
	
	

	AI/ML model
	[Short model description]
	
	

	
	Model complexity
	
	

	
	Computational complexity
	
	

	Evaluation results
[With AI/ML / baseline]
	[Beam prediction accuracy (%)]
	[KPI A]
	
	

	
	
	[KPI B]
…
	
	

	
	[L1-RSRP Diff]
	[Average L1-RSRP diff]
…
	
	

	
	[System performance]
	[RS overhead Reduction (%)/
RS overhead]
	
	

	
	
	[UCI report]
	
	

	
	
	[UPT]
…
	
	



To report the following in table caption: 
· Which side the model is deployed
Further info for the columns:
· Assumptions
· Number of beams/beam pairs in Set A
· Number of beams/beam pairs in Set B
· Baseline scheme, e.g., Option 1 (exhaustive beam sweeping), Option 2(based on measurements of Set B), or baseline described by companies
· Other assumptions can be added later based on agreements
· Model input: input type(s)
· Model output: output type(s), e.g., the best DL Tx and/or Rx beam ID, and/or L1-RSRPs of N beams(pairs) 
· Dataset size, both the size of training/validation dataset and the size of test dataset
· Short model description: e.g., CNN, LSTM
· Model complexity, in terms of “number of model parameters” and/or size (e.g. Mbyte)”, and 
· Computational complexity in terms of FLOPs
· Evaluation results: agreed KPIs, with AI/ML / with baseline scheme (if applicable)
Note: To report other simulation assumptions, if any.

Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 

Working assumption
· For the evaluation of the overhead for BM-Case1, further study the following two metrics for potential down selection:
· Option A: RS overhead reduction, FFS for potential down selection:
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme 
· Companies report the assumption on beam sweeping
· Option 3: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· where M is the total number of beams (pairs) to be predicted 
· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 
· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)
· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)
· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)
· Companies report the assumption on beam sweeping
· Other options can be reported by companies 
· Option B: RS overhead, FFS for potential down selection:
· Option 1: RS OH = N, 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· Option 2: RS OH = N + P 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement 
· FFS the following alternatives consider different targets (e.g., beam or beam pair) for prediction: 
· Alt1: P is the number of Top-K selected beams (pairs) for beam sweeping (if applicable)
· Alt2: P is the number of Top-K selected beams (pairs) not in Set B for beam sweeping (if applicable)
· Alt3: P is the number of beams used for beam sweeping to get the best Rx beam (if applicable)
· Companies report the assumption on beam sweeping
· Other options can be reported by companies

Agreement
· At least for BM-Case 2, consider the following assumptions for evaluation
· Periodicity of time instance for each measurement/report in T1:
· 20ms, 40ms, 80ms, [100ms], 160ms, [960ms]
· Other values can be reported by companies.
· Number of time instances for measurement/report in T1 can be reported by companies.
· Time instance(s) for prediction can be reported by companies.

Other aspects on AI/ML for beam management
Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2

Conclusion 
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model

Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation


Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

Evaluation on AI/ML for positioning accuracy enhancement
Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(e) InF scenarios, e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH)

Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, if fine-tuning is not evaluated, the template agreed in RAN1#110 is updated to the following for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description] 
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Test
	Train
	test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	
	




Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, if fine-tuning is evaluated, the template agreed in RAN1#110 is updated to the following for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [short model description] 
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	
	
	
	
	
	
	
	
	
	
	
	



Agreement
For AI/ML-assisted positioning, companies report which construction is applied in their evaluation:
(a) Single-TRP construction: the input of the ML model is the channel measurement between the target UE and a single TRP, and the output of the ML model is for the same pair of UE and TRP. 
(b) Multi-TRP construction: the input of the ML model contains N sets of channel measurements between the target UE and N (N>1) TRPs, and the output of the ML model contains N sets of values, one for each of the N TRPs.
Note: For a measurement (e.g., RSTD) which is a relative value between a given TRP and a reference TRP, the TRP in “single-TRP” and “multi-TRP” refers to the given TRP only. 
Note: For single-TRP construction, companies report whether they consider same model for all TRPs or N different models for TRPs

Conclusion
For evaluation of AI/ML based positioning, suspend the discussion on intra-site (or zone-specific) variations until concepts and channel model construction not in TR38.901 (e.g., “intra-site” or “zone”) are clarified under AI 9.2.1.
· Note: An individual company can still submit evaluation results for intra-site variation.

Conclusion
For evaluation of AI/ML based positioning, the sampling period is selected by proponent companies. Each company report the sampling period used in their evaluation. 

Agreement
For evaluation of AI/ML assisted positioning, the following intermediate performance metrics are used:
· LOS classification accuracy, if the model output includes LOS/NLOS indicator of hard values, where the LOS/NLOS indicator is generated for a link between UE and TRP;
· Timing estimation accuracy (expressed in meters), if the model output includes timing estimation (e.g., ToA, RSTD).
· Angle estimation accuracy (in degrees), if the model output includes angle estimation (e.g., AoA, AoD).
· Companies provide info on how LOS classification accuracy and timing/angle estimation accuracy are estimated, if the ML output is a soft value that represents a probability distribution (e.g., probability of LOS, probability of timing, probability of angle, mean and variance of timing/angle, etc.)

Conclusion
For evaluation of AI/ML based positioning, it’s up to each company to take into account the channel estimation error in their evaluation. Companies describe the details of their simulation assumption, e.g., realistic or ideal channel estimation, error models, receiver algorithms.

Agreement
For AI/ML assisted positioning, when single-TRP construction is used for the AI/ML model, companies report at least the AI/ML complexity (Model complexity, Computation complexity) for N TRPs, which are used to determine the position of a target UE.
Table. Model complexity and computation complexity to support N TRPs for a target UE
	
	Model complexity to support N TRPs
	Computation complexity to process N TRPs

	Single-TRP, same model for N TRPs
	
When the model is at UE-side, where  is the model complexity for the same model.
FFS: if the model is at network-side
	
Where  is the computation complexity of the same model for one TRP.

	Single-TRP, N models for N TRPs
	When the model is at UE-side,

Where  is the model complexity for the i-th AI/ML model.
FFS: if the model is at network-side
	
Where  is the computation complexity for the i-th AI/ML model.

	Multi-TRP (i.e., one model for N TRPs)
	
Where  is the model complexity for the one model.
	
Where  is the computation complexity for the one model.



Agreement
For AI/ML based positioning, if an InF scenario different from InF-DH is evaluated for the model generalization capability, the selected parameters (e.g., clutter parameters) are compliant with TR 38.901 Table 7.2-4 (Evaluation parameters for InF).
· Note: In TR 38.857 Table 6.1-1 (Parameters common to InF scenarios), InF-SH scenario uses the clutter parameter {20%, 2m, 10m} which is compliant with TR 38.901.

Agreement
For the model input used in evalutions of AI/ML based positioning, if time-domain channel impulse response (CIR) or power delay profile (PDP) is used as model input in the evaluation, companies report the input dimension NTRP * Nport * Nt, where NTRP is the number of TRPs, Nport is the number of transmit/receive antenna port pairs, Nt is the number of time domain samples. 
· Note: CIR and PDP may have different dimensions. 
· Note: Companies provide details on their assumption on how PDP is constructed and how (if applicable) it is mapped to Nt samples.

Other aspects on AI/ML for positioning accuracy enhancement
Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
· Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
· Note2: other aspects are not precluded

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)
· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data
· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)
· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)
· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 
· availability of the entity to obtain label and/or other training data
· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input
· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data

2.1.1.2	RAN1#111
General aspects of AI/ML framework
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model



Evaluation on AI/ML for CSI feedback enhancement
Working Assumption
The following initial template is considered for companies to report the evaluation results of AI/ML-based CSI compression without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS the value or range of payload size X/Y/Z
· FFS the description and results for different training types/cases may need a separate table
· FFS: training related overhead

Table X. Evaluation results for CSI compression without model generalization/scalability, [traffic type], [Max rank value], [RU] [training type/case]
	
	
	Source 1
	
	…

	CSI generation part
	AL/ML model backbone
	
	
	

	
	Pre-processing
	
	
	

	
	Post-processing
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	CSI reconstruction part
	AL/ML model backbone
	
	
	

	
	[Pre-processing]
	
	
	

	
	[Post-processing]
	
	
	

	
	FLOPs/M
	
	
	

	
	Number of parameters/M
	
	
	

	
	[Storage /Mbytes]
	
	
	

	Common description
	Input type
	
	
	

	
	Output type
	
	
	

	
	Quantization /dequantization method
	
	
	

	Dataset description
	Train/k
	
	
	

	
	Test/k
	
	
	

	
	Ground-truth CSI quantization method
	
	
	

	[Other assumptions/settings agreed to be reported]
	
	
	

	Benchmark
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#1 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#1, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#1, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Intermediate KPI I#2 of benchmark, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI I#2, [layer 1]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for intermediate KPI#2, [layer 2]
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	Gain for Mean UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	Gain for 5% UPT
	CSI feedback payload X
	
	
	

	
	CSI feedback payload Y
	
	
	

	
	CSI feedback payload Z
	
	
	

	…
	
	
	
	

	FFS others
	
	
	
	




Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
· FFS: whether/how to report overhead of dataset

Working Assumption
For the AI/ML based CSI prediction sub use case, the nearest historical CSI w/o prediction as well as non-AI/ML/collaboration level x AI/ML based CSI prediction approach are both taken as baselines for the benchmark of performance comparison, and the specific non-AI/ML/collaboration level x AI/ML based CSI prediction is reported by companies.
· Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example
· It does not imply any restriction on future specification for CSI prediction
· FFS how to model the simulation cases for collaboration level x CSI prediction and LCM for collaboration level y/z CSI prediction

Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input dimensions of CSI generation part (e.g., different bandwidths/frequency granularities, or different antenna ports), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed dimension X1 (e.g., a fixed bandwidth/frequency granularity, and/or number of antenna ports), and then the AI/ML model performs inference/test on a dataset from the same dimension X1.
· Case 2: The AI/ML model is trained based on training dataset from a single dimension X1, and then the AI/ML model performs inference/test on a dataset from a different dimension X2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of X1, X2,..., Xn, and then the AI/ML model performs inference/test on a single dataset subject to the dimension of X1, or X2,…, or Xn.
· Note: For Case 2/3, the solutions to achieve the scalability between Xi and Xj, are reported by companies, including, e.g., pre-processing to angle-delay domain, padding, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases

Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows
· Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
· Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
· Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
· Note: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization.
· Note: For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.
· FFS the verification of fine-tuning
· FFS other additional cases

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, Float32 is adopted as the baseline/upper-bound of performance comparison.

Agreement
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.


Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared inputof the UE side CSI reconstruction part is before or after quantization.

Working Assumption
For the AI/ML based CSI prediction sub use case, the following initial template is considered for companies to report the evaluation results of AI/ML-based CSI prediction for the case without generalization/scalability verification
· FFS the description and results for generalization/scalability may need a separate table
· FFS whether/how to capture the muliptle predicted CSI instances and their mapping to slots
Table X. Evaluation results for CSI prediction without model generalization/scalability, [traffic type], [Max rank value], [RU]
	
	
	Source 1
	…

	AI/ML model description
	AL/ML model backbone
	
	

	
	[Pre-processing]
	
	

	
	[Post-processing]
	
	

	
	FLOPs/M
	
	

	
	Parameters/M
	
	

	
	[Storage /Mbytes]
	
	

	
	Input type
	
	

	
	Output type
	
	

	Assumption
	UE speed
	
	

	
	CSI feedback periodicity
	
	

	
	Observation window (number/distance)
	
	

	
	Prediction window (number/distance)
	
	

	
	Whether/how to adopt spatial consistency
	
	

	Dataset size
	Train/k
	
	

	
	Test/k
	
	

	Benchmark 1
	
	

	Intermediate KPI #1 of Benchmark 1
	
	
	

	Gain for intermediate KPI#1 over Benchmark 1
	
	
	

	Intermediate KPI #2 of Benchmark 1
	
	
	

	Gain for intermediate KPI#2 over Benchmark 1
	
	
	

	Gain for eventual KPI (Benchmark 1)
	Mean UPT
	
	

	
	5% UPT
	
	

	Benchmark 2
	
	

	Intermediate KPI #1 of Benchmark 2
	
	
	

	Gain for intermediate KPI#1 over Benchmark 2
	
	
	

	Intermediate KPI #2 of Benchmark 2
	
	
	

	Gain for intermediate KPI#2 over Benchmark 2
	
	
	

	Gain for eventual KPI (Benchmark 2)
	Mean UPT
	
	

	
	5% UPT
	
	

	FFS others
	
	
	



Agreement
For evaluating the generalization/scalability over various configurations for CSI compression, to achieve the scalability over different input/output dimensions, companies to report which case(s) in the following are evaluated
· Case 0 (benchmark for comparison): One CSI generation part with fixed input and output dimensions to 1 CSI reconstruction part with fixed input and output dimensions for each of the different input and/or output dimensions.
· Case 1: One CSI generation part with scalable input and/or output dimensions to N>1 separate CSI reconstruction parts each with fixed and different output and/or input dimensions
· Case 2: M>1 separate CSI generation parts each with fixed and different input and/or output dimensions to one CSI reconstruction part with scalable output and/or input dimensions
· Case 3: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions

Agreement
For the evaluation of the high resolution quantization of the ground-truth CSI in the CSI compression, if R16 Type II-like method is considered, companies to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,, , reference amplitude, differential amplitude, phase, etc.

Other aspects on AI/ML for CSI feedback enhancement
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW 

Evaluation on AI/ML for beam management
Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· The following case for generalization verification, can be optionally considered by companies:
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Company to report the fine-tuning dataset setting (e.g., size of dataset) and the improvement of performance
· FFS: Investigate of the feasibility the fine-tuning on the UE/Network side

Agreement
· For the evaluation of the overhead for BM-Case1, adoption the following metrics:
· RS overhead reduction, 
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML
· where M is the total number of beams (pairs) to be predicted 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Companies report the assumption on additional measurements

Agreement
· Companies report the pattern of Set B.
· Further study the performance with different patterns of set B(s) for fixed Set B (Option 1) and different pre-configured/pre-known patterns of Set B(s) (Option 2A and 2B). 

Agreement
For BM Case-1 and BM Case 2, to verify the generalization performance of an AI/ML model over various scenarios/configurations, additionally considering
· Various Set B of beam(pairs)

Agreement
At least for evaluation on the performance of DL Tx beam prediction, consider the following options for Rx beam for providing input for AI/ML model for training and/or inference if applicable
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample
· Option 2: Measurements of specific Rx beam(s)
· Option 2a: Measurements of specific Rx beam(s) per model input sample 
· Option 2b: Measurements of specific Rx beam(s) for all model input sample
· FFS how to select the specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
· Other options are not precluded and can be reported by companies.

Agreement
· For generalization performance verification, consider the following
· Scenarios
· Various deployment scenarios,
· e.g., UMa, UMi and others,
· e.g., 200m ISD or 500m ISD and others
· e.g., same deployment, different cells with different configuration/assumption
· e.g., gNB height and UE height
· FFS: e.g., Carrier frequencies
· Various outdoor/indoor UE distributions, e.g., 100%/0%, 20%/80%, and others
· Various UE mobility, 
· e.g., 3km/h, 30km/h, 60km/h and others
· Configurations (parameters and settings)
· Various UE parameters, e.g., number of UE Rx beams (including number of panels and UE antenna array dimensions)
· Various gNB settings, e.g., DL Tx beam codebook (including various Set A of beam(pairs) and gNB antenna array dimensions)
· Various Set B of beam (pairs)
· T1 for measurement /T2 for prediction for BM-Case2
· Other scenarios/configurations(parameters and settings) are not precluded and can be reported by companies.

Agreement
· For the evaluation of the overhead for BM-Case2, adoption the following metrics:
· RS overhead reduction, 
· Option 2: 
· where N is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML, including the beams (pairs) required for additional measurements before/after the prediction if applicable
· Where M is the total number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for baseline scheme
· Companies report the assumption on additional measurements
· FFS: Option 3:  
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement for AI/ML in each time instance
· where M is the total number of beams (pairs) to be predicted for each time instance
· where L is ratio of periodicity of time instance for measurements to periodicity of time instance for prediction
· Companies report the assumption on T1 and T2 patterns
· Other options are not precluded and can be reported by companies.

Other aspects on AI/ML for beam management
Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE sideR1-2212718

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered

Evaluation on AI/ML for positioning accuracy enhancement

Agreement
Study how AI/ML positioning accuracy is affected by: user density/size of the training dataset.
Note: details of user density/size of training dataset to be reported in the evaluation.

Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to the first Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.

Agreement
For reporting the model input dimension NTRP * Nport * Nt:
· If the model input is CIR, then each input value of CIR is a complex number, i.e. it contains two real values, either {real, imaginary} or {magnitude, phase}.
· If the model input is PDP, then each input value of PDP is a real value.

Agreement
At least for model inference of AI/ML assisted positioning, evaluate and report the AI/ML model output, including (a) the type of information (e.g., ToA, RSTD, AoD, AoA, LOS/NLOS indicator) to use as model output, (b) soft information vs hard information, (c) whether the model output can reuse existing measurement report (e.g., NRPPa, LPP). 

Agreement
For AI/ML assisted positioning, evaluate the three constructions:
· Single-TRP, same model for N TRPs
· Single-TRP, N models for N TRPs
· Multi-TRP (i.e., one model for N TRPs)
Note: Individual company may evaluate one or more of the three constructions.

Agreement
For AI/ML assisted approach, study the performance of model monitoring metrics at least where the metrics are obtained from inference accuracy of model output.

Agreement
For both direct and AI/ML assisted positioning methods, investigate at least the impact of the amount of fine-tuning data on the positioning accuracy of the fine-tuned model.
· The fine-tuning data is the training dataset from the target deployment scenario.

Agreement
For the RAN1#110bis agreement on the calculation of model complexity, the FFS are resolved with the following update:
	
	Model complexity to support N TRPs

	Single-TRP, same model for N TRPs
	
where 
 is the model complexity for one TRP and the same model is used for N TRPs.


	Single-TRP, N models for N TRPs
	
Where  is the model complexity for the i-th AI/ML model.



Note: The reported model complexity above is intended for inference and may not be directly applicable to complexity of other LCM aspects.

Observation
Direct AI/ML positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the direct AI/ML positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 

Agreement
For AI/ML based positioning, company optionally evaluate the impact of at least the following issues related to measurements on the positioning accuracy of the AI/ML model. The simulation assumptions reflecting these issues are up to companies.
· SNR mismatch (i.e., SNR when training data are collected is different from SNR when model inference is performed).
· Time varying changes (e.g., mobility of clutter objects in the environment)
· Channel estimation error

Conclusion
Companies describe how their computational complexity values are obtained. 
· It is out of 3GPP scope to consider computational complexity values that have platform-dependency and/or use implementation (hardware and software) optimization solutions.

Observation
AI/ML assisted positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods when the generalization aspects are not considered.
· For InF-DH with clutter parameter setting {40%, 2m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <0.4m at CDF=90%, as compared to >9m for conventional positioning method. 
· For InF-DH with clutter parameter setting {60%, 6m, 2m}, evaluation results submitted to RAN1#111 indicate that the AI/ML assisted positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method. 
Note: how to capture the observation(s) into TR is separate discussion.

Agreement
· For AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching  is necessary.

Other aspects on AI/ML for positioning accuracy enhancement

Agreement
For the study of benefit(s) and potential specification impact for AI/ML based positioning accuracy enhancement, one-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI.

Agreement
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified for further study
· For direct AI/ML positioning, ground truth label is UE location
· PRU with known location
· UE generates location based on non-NR and/or NR RAT-dependent positioning methods
· LMF generates UE location based on positioning methods
· LMF with known PRU location
· Note: user data privacy needs to be preserved
· For AI/ML assisted positioning, ground truth label is one or more of the intermediate parameter(s) corresponding to AI/ML model output
· PRU generates label directly or calculates based on measurement/location 
· UE generates label directly or calculates based on measurement/location
· Network entity generates label directly or calculates based on measurement/location
· The following options of entity to generate other training data at least measurement corresponding to model input are identified for further study
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: other options of entity to generate other training data are not precluded
· Note: Existing PRU definition is in 38.305

Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, study benefits, feasibility and potential specification impact (including necessity) for the following aspects
· Request/report of training data
· Ground truth label
· Measurement corresponding to model input
· Associated information of ground truth label and/or measurement corresponding to model input
· Assistance signaling and procedure to facilitate generating training data
· Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier
· Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
· Note1: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
· Note2: Study may consider different entity to generate training data as well as different types of training data when applicable
· Note3: study considers both of the following cases when applicable
· when the training entity is the same entity to generate training data
· when the training entity is not the same entity to generate training data

Agreement
· Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on feasibility, potential benefits (if any) and potential specification impact at least for the following aspects
· At least the following are identified for further study as potential data for calculating monitoring metric
· If monitoring based on model output
· E.g. , estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
· If monitoring based on model input
· E.g., measurement corresponding to model inference input
· Note1: other type of potential data for model monitoring is not precluded
· Note2: combination of one or more type of potential data for monitoring is not precluded
· If a given type of data is necessary for calculating monitoring metric, study whether and if so
· How an entity can be used to provide the given type of data for calculating monitoring metric
· Companies are requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
· Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
· Potential assistance signaling and procedure to facilitate an entity providing data for calculating monitoring metric
· Potential UE-network interaction
· E.g., model monitoring decision indication between UE and network

Agreement
For AI/ML based positioning accuracy enhancement, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases.

2.1.2	Remaining Open issues
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
· Complete AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set
· Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

2.2	RAN2
2.2.1	Agreements
2.2.1.1	RAN2#119bis-e
[bookmark: _Hlk120891857]Some initial Assumptions on the work: 
-	Assume that RAN2’s work can be somewhat split: A) use-case-centric configuration, signalling and control procedures, B) management of data and AI/ML models (where part of discussion may overlap between use cases).
-	Assume that e.g. for the management of data and AI/ML models, RAN2 could start by focusing on data collection, model transfer, model update, model monitoring and model selection/(de)activation/switching/fallback (to the extent needed), whether UE capabilities has a role in this. 
-	Chair assumes that we will input on various aspects when the time is right, and e.g. postpone things that obviously need R1 decisions, but there could be some rare exception. 

Assume that R2 will reuse terminology defined by R1 to the extent possible/reasonable
Observation: the collaboration levels definitions doesn’t really clarify what is required, more work is needed
R2 assumes that for the existing (under discussion) AI/ML use cases, proprietary models may be supported and/or open format may be supported (and maybe RAN2 doesn’t have to further elaborate on this assumption). 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.

2.2.1.2	RAN2#120
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions
RAN2 scope includes procedures, protocols, and signaling for two-sided CSI use case(s), e.g.  
1. Ensuring UE and gNB  side models are configured / applied based on their applicable configurations / scenarios. 
2. Ensuring that models are matched properly at both UE and gNB sides, i.e., when a CSI encoder is used at the UE corresponding CSI decoder is used at the gNB
3. Achieving simultaneous (de)activation and switching of the two-sided model



2.2.2	Remaining Open issues
Among the different topics within RAN2 scope, RAN2 will now continue by focusing on aspects concerning: “model transfer/delivery” and “data collection”. Two long offline email discussions will be carried for the next WG meeting (i.e., RAN2#121). The discussions are listed below:

[Post120][053][AIML18] model transfer delivery (Huawei)
	Scope: Long email discussion for next meeting on model transfer/delivery, to collect pros/cons, Can also collect comments on different architectural assumptions.
	Intended outcome: Report
	Deadline: Long

[Post120][054][AIML18] Data collection(Ericsson / vivo)
	Scope: Long email discussion for next meeting, on data collection (focus on monitoring and training), on to what extent existing methods can be useful including also identifying these existing methods and their potential extensions
	Intended outcome: Report
	Deadline: Long

2.3	RAN3
2.3.1	Agreements
2.3.2	Remaining Open issues
2.4	RAN4
2.4.1	Agreements
2.4.2	Remaining Open issues
2.5	RAN5
2.5.1	Agreements
2.5.2	Remaining Open issues
2.5.3	Remaining Open issues with cross-WG dependencies
2.6	RAN6
2.6.1	Agreements
2.6.2	Remaining Open issues

3.	Detailed progress in SA/CT WGs since last TSG meeting (for all involved WGs)
NOTE: This section only needs to be filled in for WI/SIs where there is a corresponding relevant WI/SI in SA/CT. 
3.1	SAx/CTs
3.1.1	Agreements with cross-TSG impacts
3.1.2	Remaining Open issues with cross-TSG impacts
NOTE: This section should also flag any critical dependencies that need TSG attention. 
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R1-2209977	Other aspects on AI/ML for CSI feedback enhancement	Qualcomm Incorporated

// AI/ML for beam management
R1-2210362	Feature lead summary #3 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2210361	Feature lead summary #2 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2210360 	Feature lead summary #1 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2210359	Feature lead summary #0 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2208368	Continued discussion on evaluation of AI/ML for beam management	FUTUREWEI
R1-2208431	Evaluation on AI/ML for beam management	Huawei, HiSilicon
R1-2208523	Evaluation on AI for beam management	ZTE
R1-2208549	Evaluation on AI for beam management	Spreadtrum Communications
R1-2208636	Evaluation on AI/ML for beam management	vivo
R1-2208682	Discussion for evaluation on AI/ML for beam management	InterDigital, Inc.
R1-2208771	Evaluation on AI/ML for beam management	China Telecom
R1-2208852	Evaluation methodology and preliminary results on AI/ML for beam management	OPPO
R1-2208880	On Evaluation of AI/ML based Beam Management	Google
R1-2210327	On Evaluation of AI/ML based Beam Management	Google
		Revision of R1-2208880
R1-2208901	Evaluation on AI/ML for beam management	LG Electronics
R1-2208906	Evaluation on AI/ML for beam management	Ericsson
R1-2208969	Evaluation on AI/ML for beam management	CATT
R1-2209013	Evaluation on AI/ML for beam management	Fujitsu
R1-2209049	Evaluations for AI/ML beam management	Intel Corporation
R1-2209122	Evaluation on AI/ML for beam management	Lenovo
R1-2209232	Some discussions on evaluation on AI-ML for Beam management	CAICT
R1-2209279	Evaluation on AI/ML for beam management	xiaomi
R1-2209330	Discussion on evaluation on AI/ML for beam management	CMCC
R1-2209369	Evaluation of ML for beam management	Nokia, Nokia Shanghai Bell
R1-2209508	Evaluation on AI/ML for beam management	MediaTek Inc.
R1-2209578	Evaluation on AI/ML for beam management	Apple
R1-2209613	Evaluation of AI/ML based beam management	Rakuten Symphony
R1-2209627	Evaluation of AI and ML for beam management	NVIDIA
R1-2209724	Evaluation on AI ML for Beam management	Samsung
R1-2209898	Discussion on evaluation on AI/ML for beam management	NTT DOCOMO, INC.
R1-2209978	Evaluation on AI/ML for beam management	Qualcomm Incorporated
R1-2210107	Evaluation on AI/ML for beam management	CEWiT
R1-2210356	Summary#4 for other aspects on AI/ML for beam management	Moderator (OPPO)
R1-2210355	Summary#3 for other aspects on AI/ML for beam management	Moderator (OPPO)
R1-2210354	Summary#2 for other aspects on AI/ML for beam management	Moderator (OPPO)
[bookmark: _Toc101357053]R1-2210353	Summary#1 for other aspects on AI/ML for beam management	Moderator (OPPO)
R1-2208369	Continued discussion on other aspects of AI/ML for beam management	FUTUREWEI
R1-2208432	Discussion on AI/ML for beam management	Huawei, HiSilicon
R1-2208524	Discussion on other aspects for AI beam management	ZTE
R1-2208550	Discussion on other aspects on AIML for beam management	Spreadtrum Communications
R1-2208637	Other aspects on AI/ML for beam management	vivo
R1-2208683	Discussion for other aspects on AI/ML for beam management	InterDigital, Inc.
R1-2208853	Other aspects of AI/ML for beam management	OPPO
R1-2208881	On Enhancement of AI/ML based Beam Management	Google
R1-2208902	Other aspects on AI/ML for beam management	LG Electronics
R1-2208907	Discussion on AI/ML for beam management	Ericsson
R1-2208970	Discussion on AI/ML for beam management	CATT
R1-2209014	Sub use cases and specification impact on AI/ML for beam management	Fujitsu
R1-2209050	Use-cases and Specification Impact for AI/ML beam management	Intel Corporation
R1-2209096	Consideration on AI/ML for beam management	Sony
R1-2209123	Further aspects of AI/ML for beam management	Lenovo
R1-2209146	Discussion on AI/ML for beam management	NEC
R1-2209233	Discussions on AI-ML for Beam management	CAICT
R1-2209280	Discussion on other aspects on AI/ML for beam management	xiaomi
R1-2209331	Discussion on other aspects on AI/ML for beam management	CMCC
R1-2209370	Other aspects on ML for beam management	Nokia, Nokia Shanghai Bell
R1-2209391	Discussions on Sub-Use Cases in AI/ML for Beam Management	TCL Communication
R1-2209402	Discussion on other aspects on AI/ML for beam management	ETRI
R1-2209509	Other aspects on AI/ML for beam management	MediaTek Inc.
R1-2209579	Other aspects on AI/ML for beam management	Apple
R1-2209614	Discussion on AI/ML for beam management	Rakuten Symphony
R1-2209628	AI and ML for beam management	NVIDIA
R1-2209725	Representative sub use cases for beam management	Samsung
R1-2209899	Discussion on AI/ML for beam management	NTT DOCOMO, INC.
R1-2209979	Other aspects on AI/ML for beam management	Qualcomm Incorporated
R1-2210085	Discussion on sub use cases of AI/ML beam management	Panasonic
R1-2210086	Discussion on other aspects on AI/ML for beam management	KT Corp.

// AI/ML for positioning accuracy enhancement
R1-2210652	Final Summary of Evaluation on AI/ML for positioning accuracy enhancement	Moderator (Ericsson)
R1-2210650	Summary #2 of Evaluation on AI/ML for positioning accuracy enhancement	Moderator (Ericsson)
R1-2210386	Summary #1 of Evaluation on AI/ML for positioning accuracy enhancement	Moderator (Ericsson)
R1-2208399	Evaluation of AI/ML for Positioning Accuracy Enhancement	Ericsson
R1-2208433	Evaluation on AI/ML for positioning accuracy enhancement	Huawei, HiSilicon
R1-2208525	Evaluation on AI for positioning enhancement	ZTE
R1-2208638	Evaluation on AI/ML for positioning accuracy enhancement	vivo
R1-2208772	Evaluation on AI/ML for positioning accuracy enhancement	China Telecom
R1-2208854	Evaluation methodology and preliminary results on AI/ML for positioning accuracy enhancement			OPPO
R1-2208882	On Evaluation of AI/ML based Positioning	Google
R1-2208903	Evaluation on AI/ML for positioning accuracy enhancement	LG Electronics
R1-2208971	Evaluation on AI/ML for positioning enhancement	CATT
R1-2209015	Discussions on evaluation of AI positioning accuracy enhancement	Fujitsu
R1-2209124	Discussion on AI/ML Positioning Evaluations	Lenovo
R1-2209234	Some discussions on evaluation on AI-ML for positioning accuracy enhancement	CAICT
R1-2209281	Evaluation on AI/ML for positioning accuracy enhancement	xiaomi
R1-2209332	Discussion on evaluation on AI/ML for positioning accuracy enhancement	CMCC
R1-2209371	Evaluation of ML for positioning accuracy enhancement	Nokia, Nokia Shanghai Bell
R1-2209484	Evaluation on AI/ML for positioning accuracy enhancement	InterDigital, Inc.
R1-2209510	Evaluation on AI/ML for positioning accuracy enhancement	MediaTek Inc.
R1-2209537	Evaluation on AI/ML for positioning accuracy enhancement 	Faunhofer IIS, Fraunhofer HHI
R1-2209580	Evaluation on AI/ML for positioning accuracy enhancement	Apple
R1-2209615	Evaluation of AI/ML based positioning accuracy enhancement	Rakuten Symphony
R1-2209629	Evaluation of AI and ML for positioning enhancement	NVIDIA
R1-2209726	Evaluation on AI ML for Positioning	Samsung
R1-2209980	Evaluation on AI/ML for positioning accuracy enhancement	Qualcomm Incorporated
R1-2210669         FL summary #4 of [110bis-e-R18-AI/ML-07]	Moderator (vivo)
R1-2210565	FL summary #3 of [110bis-e-R18-AI/ML-07]	Moderator (vivo)
R1-2210427	FL summary #2 of [110bis-e-R18-AI/ML-07]	Moderator (vivo)
R1-2208400	Other Aspects of AI/ML Based Positioning Enhancement	Ericsson
R1-2208434	Discussion on AI/ML for positioning accuracy enhancement	Huawei, HiSilicon
R1-2208526	Discussion on other aspects for AI positioning enhancement	ZTE
R1-2208551	Discussion on other aspects on AIML for positioning accuracy enhancement	Spreadtrum Communications
R1-2208639	Other aspects on AI/ML for positioning accuracy enhancement	vivo
R1-2208855	On sub use cases and other aspects of AI/ML for positioning accuracy enhancement	OPPO
R1-2208883	On Enhancement of AI/ML based Positioning	Google
R1-2208904	Other aspects on AI/ML for positioning accuracy enhancement	LG Electronics
R1-2208972	Discussion on AI/ML for positioning enhancement	CATT
R1-2209016	Discussions on sub use cases and specification impacts for AIML positioning	Fujitsu
R1-2209097	Discussion on AI/ML for positioning accuracy enhancement	Sony
R1-2209125	AI/ML Positioning use cases and Associated Impacts	Lenovo
R1-2209147	Other aspects on AI/ML for positioning	NEC
R1-2209235	Discussions on AI-ML for positioning accuracy enhancement	CAICT
R1-2209282	Views on the other aspects of AI/ML-based positioning accuracy enhancement	xiaomi
R1-2209333	Discussion on other aspects on AI/ML for positioning accuracy enhancement	CMCC
R1-2209372	Other aspects on ML for positioning accuracy enhancement	Nokia, Nokia Shanghai Bell
R1-2209485	Designs and potential specification impacts of AIML for positioning	InterDigital, Inc.
R1-2209538	On potential specification impact of AI/ML for positioning	Faunhofer IIS, Fraunhofer HHI
R1-2209581	Other aspects on AI/ML for positioning accuracy enhancement	Apple
R1-2209616	Discussion on AI/ML for positioning accuracy enhancement	Rakuten Symphony
R1-2209630	AI and ML for positioning enhancement	NVIDIA
R1-2209727	Representative sub use cases for Positioning	Samsung
R1-2209900	Discussion on AI/ML for positioning accuracy enhancement	NTT DOCOMO, INC.
R1-2209981	Other aspects on AI/ML for positioning accuracy enhancement	Qualcomm Incorporated

4.1.2	RAN1#111
// TR
R1-2212106	Technical report for Rel-18 SI on AI and ML for NR air interface	Qualcomm Incorporated

// General aspects of AI/ML framework
R1-2212658	Summary#5 of General Aspects of AI/ML Framework	Moderator (Qualcomm)	
R1-2212657	Summary#4 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
R1-2212656	Summary#3 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
R1-2212655 	Summary#2 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
R1-2212654	Summary#1 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
R1-2210840	Continued discussion on common AI/ML characteristics and operations	FUTUREWEI
R1-2210884	Discussion on general aspects of AI/ML framework	Huawei, HiSilicon
R1-2210997	Discussions on AI/ML framework	vivo
R1-2211056	Discussion on general aspects of common AI PHY framework	ZTE
R1-2211072	Discussion on general aspects of AI/ML framework	Fujitsu
R1-2211123	On General Aspects of AI/ML Framework	Google
R1-2211188	General aspects of AI/ML framework	CATT
R1-2211215	Discussion on general aspects of AI/ML framework	KDDI Corporation
R1-2211226	Discussion on general aspects of AIML framework	Spreadtrum Communications
R1-2211287	Discussion on general aspects of AI/ML framework	Ericsson
R1-2211354	Views on the general aspects of AI/ML framework	xiaomi
R1-2211392	Discussion on general aspects of AI/ML framework	Intel Corporation
R1-2211477	On general aspects of AI/ML framework	OPPO
R1-2211508	Discussions on Common Aspects of AI/ML Framework	TCL Communication
R1-2211555	Discussion on general aspects of AI/ML framework for NR air interface	ETRI
R1-2211606	Considerations on common AI/ML framework	Sony
R1-2211671	Discussion on general aspects of AI/ML framework	CMCC
R1-2211714	General aspects of AI and ML framework for NR air interface	NVIDIA
R1-2211729	Discussion on general aspects of AI/ML framework	InterDigital, Inc.
R1-2211772	General aspects of AI/ML framework	Lenovo
R1-2211804	Discussion on general aspect of AI/ML framework	Apple
R1-2211866	General aspects on AI/ML framework	LG Electronics
R1-2211910	Considerations on general aspects on AI-ML framework	CAICT
R1-2211933	Discussion on general aspects of AI/ML framework	Panasonic
R1-2211934	General aspects of AI/ML framework	AT&T
R1-2211976	Discussion on general aspects of AI/ML framework	NTT DOCOMO, INC.
R1-2212035	General aspects of AI ML framework and evaluation methodogy	Samsung
R1-2212107	General aspects of AI/ML framework	Qualcomm Incorporated
R1-2212225	General aspects of AI/ML framework	MediaTek Inc.
R1-2212312	Discussion on AI/ML Model Life Cycle Management	Rakuten Mobile, Inc
R1-2212326	Further discussion on the general aspects of ML for Air-interface	Nokia, Nokia Shanghai Bell
R1-2212355	Discussion on general aspects of AI ML framework	NEC

// AI/ML for CSI feedback enhancement
R1-2212673	Summary#5for CSI evaluation of [111-R18-AI/ML]	Moderator (Huawei)
R1-2212672	Summary#4 for CSI evaluation of [111-R18-AI/ML]	Moderator (Huawei)
R1-2212670	Summary#2 for CSI evaluation of [111-R18-AI/ML]	Moderator (Huawei)
R1-2212669	Summary#1 for CSI evaluation of [111-R18-AI/ML]	Moderator (Huawei)
R1-2210841	Continued discussion on evaluation of AI/ML for CSI feedback enhancement	FUTUREWEI
R1-2210885	Evaluation on AI/ML for CSI feedback enhancement	Huawei, HiSilicon
R1-2210954	Evaluation of AI-CSI	Ericsson
R1-2210998	Evaluation on AI/ML for CSI feedback enhancement	vivo
R1-2211057	Evaluation on AI for CSI feedback enhancement	ZTE
R1-2211073	Evaluation on AI/ML for CSI feedback enhancement	Fujitsu
R1-2211124	On Evaluation of AI/ML based CSI	Google
R1-2211189	Evaluation methodology and  results on AI/ML for CSI feedback enhancement	CATT
R1-2211227	Discussion on evaluation on AIML for CSI feedback enhancement	Spreadtrum Communications, BUPT
R1-2211258	Evaluation on AI/ML for CSI feedback enhancement	Comba
R1-2211355	Discussion on evaluation on AI/ML for CSI feedback enhancement	xiaomi
R1-2211393	Evaluation for CSI feedback enhancements	Intel Corporation
R1-2211478	Evaluation methodology and preliminary results on AI/ML for CSI feedback enhancement			OPPO
R1-2211525	Evaluation on AI/ML for CSI feedback enhancement	China Telecom
R1-2211556	Evaluation on AI/ML for CSI feedback enhancement	ETRI
R1-2211589	Evaluation of AI/ML based methods for CSI feedback enhancement	Fraunhofer IIS, Fraunhofer HHI
R1-2211672	Discussion on evaluation on AI/ML for CSI feedback enhancement	CMCC
R1-2211716	Evaluation of AI and ML for CSI feedback enhancement	NVIDIA
R1-2211731	Evaluation on AI/ML for CSI feedback enhancement	InterDigital, Inc.
R1-2211773	Evaluation on AI/ML for CSI feedback	Lenovo
R1-2211805	Evaluation for AI/ML based CSI feedback enhancement	Apple
R1-2211867	Evaluation on AI/ML for CSI feedback enhancement	LG Electronics
R1-2211892	Model Quantization for CSI feedback	Sharp
R1-2211911	Some discussions on evaluation on AI-ML for CSI feedback	CAICT
R1-2211977	Discussion on evaluation on AI/ML for CSI feedback enhancement	NTT DOCOMO, INC.
R1-2212036	Evaluation on AI ML for CSI feedback enhancement	Samsung
R1-2212108	Evaluation on AI/ML for CSI feedback enhancement	Qualcomm Incorporated
R1-2212226	Evaluation on AI/ML for CSI feedback enhancement	MediaTek Inc.
R1-2212327	Evaluation of ML for CSI feedback enhancement	Nokia, Nokia Shanghai Bell
R1-2212452	Discussion on AI/ML for CSI feedback enhancement	AT&T
R1-2212909	Summary on other aspects of AI/ML for CSI enhancemen 	Moderator(Apple)
R1-2212642	Summary on other aspects of AI/ML for CSI enhancemen 	Moderator(Apple)
R1-2212641	Summary on other aspects of AI/ML for CSI enhancemen	Moderator(Apple)
R1-2210842	Continued discussion on other aspects of AI/ML for CSI feedback enhancement	FUTUREWEI
R1-2210886	Discussion on AI/ML for CSI feedback enhancement	Huawei, HiSilicon
R1-2210955	Discussion on AI-CSI	Ericsson
R1-2210999	Other aspects on AI/ML for CSI feedback enhancement	vivo
R1-2211058	Discussion on other aspects for AI CSI feedback enhancement	ZTE
R1-2211074	Views on specification impact for CSI compression with two-sided model	Fujitsu
R1-2211125	On Enhancement of AI/ML based CSI	Google
R1-2211133	Discussion on AI/ML for CSI feedback enhancement	Panasonic
R1-2211190	Other aspects on AI/ML for CSI feedback enhancement	CATT
R1-2211228	Discussion on other aspects on AIML for CSI feedback	Spreadtrum Communications
R1-2211356	Views on potential specification impact for CSI feedback based on AI/ML	xiaomi
R1-2211394	Use-cases and specification for CSI feedback	Intel Corporation
R1-2211479	On sub use cases and other aspects of AI/ML for CSI feedback enhancement	OPPO
R1-2211509	Discussions on Sub-Use Cases in AI/ML for CSI Feedback Enhancement	TCL Communication
R1-2211526	Discussion on AI/ML for CSI feedback enhancement	China Telecom
R1-2211557	Discussion on other aspects on AI/ML for CSI feedback enhancement	ETRI
R1-2211607	Considerations on CSI measurement enhancements via AI/ML	Sony
R1-2211673	Discussion on other aspects on AI/ML for CSI feedback enhancement	CMCC
R1-2211718	AI and ML for CSI feedback enhancement	NVIDIA
R1-2211733	Discussion on AI/ML for CSI feedback enhancement	InterDigital, Inc.
R1-2211750	Discussion on AI/ML for CSI feedback enhancement	NEC
R1-2211774	Further aspects of AI/ML for CSI feedback	Lenovo
R1-2211806	Discussion on other aspects of AI/ML for CSI enhancement	Apple
R1-2211868	Other aspects on AI/ML for CSI feedback enhancement	LG Electronics
R1-2211912	Discussions on AI-ML for CSI feedback	CAICT
R1-2211978	Discussion on AI/ML for CSI feedback enhancement	NTT DOCOMO, INC.
R1-2212037	Representative sub use cases for CSI feedback enhancement	Samsung
R1-2212109	Other aspects on AI/ML for CSI feedback enhancement	Qualcomm Incorporated
R1-2212227	Other aspects on AI/ML for CSI feedback enhancement	MediaTek Inc.
R1-2212328	Other aspects on ML for CSI feedback enhancement	Nokia, Nokia Shanghai Bell
R1-2212453	Discussion on AI/ML for CSI feedback enhancement	AT&T

// AI/ML for beam management
R1-2212905	Feature lead summary #4 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2212904	Feature lead summary #4 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2212594	Feature lead summary #3 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2212593	Feature lead summary #2 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2212592	Feature lead summary #1 evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2210843	Continued discussion on evaluation of AI/ML for beam management	FUTUREWEI
R1-2210887	Evaluation on AI/ML for beam management	Huawei, HiSilicon
R1-2211000	Evaluation on AI/ML for beam management	vivo
R1-2211059	Evaluation on AI for beam management	ZTE
R1-2211075	Evaluation on AI/ML for beam management	Fujitsu
R1-2211126	On Evaluation of AI/ML based Beam Management	Google
R1-2211191	Evaluation methodology and  results on AI/ML for beam management	CATT
R1-2211229	Evaluation on AI for beam management	Spreadtrum Communications
R1-2211288	Evaluation of AIML for beam management	Ericsson
R1-2211315	Discussion for evaluation on AI/ML for beam management	InterDigital, Inc.
R1-2211357	Evaluation on AI/ML for beam management	xiaomi
R1-2211395	Evaluations for AI/ML beam management	Intel Corporation
R1-2211480	Evaluation methodology and preliminary results on AI/ML for beam management	OPPO
R1-2211527	Evaluation on AI/ML for beam management	China Telecom
R1-2211674	Discussion on evaluation on AI/ML for beam management	CMCC
R1-2211719	Evaluation of AI and ML for beam management	NVIDIA
R1-2211775	Evaluation on AI/ML for beam management	Lenovo
R1-2211807	Evaluation on AI/ML for beam management	Apple
R1-2211869	Evaluation on AI/ML for beam management	LG Electronics
R1-2211913	Some discussions on evaluation on AI-ML for Beam management	CAICT
R1-2211979	Discussion on evaluation on AI/ML for beam management	NTT DOCOMO, INC.
R1-2212038	Evaluation on AI ML for Beam management	Samsung
R1-2212110	Evaluation on AI/ML for beam management	Qualcomm Incorporated
R1-2212228	Evaluation on AI/ML for beam management	MediaTek Inc.
R1-2212329	Evaluation of ML for beam management	Nokia, Nokia Shanghai Bell
R1-2212423	Evaluation on AI/ML for beam management	CEWiT
R1-2212927	Summary#4 for other aspects on AI/ML for beam management	Moderator(OPPO)
R1-2212720	Summary#3 for other aspects on AI/ML for beam management	Moderator(OPPO)
R1-2212719	Summary#2 for other aspects on AI/ML for beam management	Moderator(OPPO)
R1-2212718	Summary#1 for other aspects on AI/ML for beam management	Moderator(OPPO)
R1-2210844	Continued discussion on other aspects of AI/ML for beam management	FUTUREWEI
R1-2210888	Discussion on AI/ML for beam management	Huawei, HiSilicon
R1-2211001	Other aspects on AI/ML for beam management	vivo
R1-2211038	Discussion on other aspects of AI/ML beam management	New H3C Technologies Co., Ltd.
R1-2211060	Discussion on other aspects for AI beam management	ZTE
R1-2211076	Sub use cases and specification impact on AI/ML for beam management	Fujitsu
R1-2211127	On Enhancement of AI/ML based Beam Management	Google
R1-2211192	Other aspects on AI/ML for beam management	CATT
R1-2211230	Discussion on other aspects on AIML for beam management	Spreadtrum Communications
R1-2211289	Discussion on AI/ML for beam management	Ericsson
R1-2211316	Discussion for other aspects on AI/ML for beam management	InterDigital, Inc.
R1-2211358	Potential specification impact on AI/ML for beam management	xiaomi
R1-2211396	Use-cases and Specification Impact for AI/ML beam management	Intel Corporation
R1-2211481	Other aspects of AI/ML for beam management	OPPO
R1-2211510	Discussions on Sub-Use Cases in AI/ML for Beam Management	TCL Communication
R1-2211528	Other aspects on AI/ML for beam management	China Telecom
R1-2211558	Discussion on other aspects on AI/ML for beam management	ETRI
R1-2211590	Discussion on sub use cases of AI/ML beam management	Panasonic
R1-2211608	Consideration on AI/ML for beam management	Sony
R1-2211675	Discussion on other aspects on AI/ML for beam management	CMCC
R1-2211721	AI and ML for beam management	NVIDIA
R1-2211776	Further aspects of AI/ML for beam management	Lenovo
R1-2211808	Discussion on other aspects of AI/ML for beam management	Apple
R1-2211870	Other aspects on AI/ML for beam management	LG Electronics
R1-2211914	Discussions on AI-ML for Beam management	CAICT
R1-2211980	Discussion on AI/ML for beam management	NTT DOCOMO, INC.
R1-2212039	Representative sub use cases for beam management	Samsung
R1-2212111	Other aspects on AI/ML for beam management	Qualcomm Incorporated
R1-2212150	Discussion on other aspects on AI/ML for beam management	KT Corp.
R1-2212229	Other aspects on AI/ML for beam management	MediaTek Inc.
R1-2212292	Continued Discussion on Performance Related Aspects of Codebook Enhancement with AI/ML			Charter Communications, Inc (Late submission)
R1-2212320	Other aspects on AI/ML for beam management	Rakuten Symphony
R1-2212330	Other aspects on ML for beam management	Nokia, Nokia Shanghai Bell
R1-2212372	Discussion on AI/ML for beam management	NEC

// AI/ML for positioning accuracy enhancement
R1-2212816	Summary #4 of Evaluation on AI/ML for positioning accuracy enhancement	Moderator (Ericsson)
R1-2212612	Summary #3 of Evaluation on AI/ML for positioning accuracy enhancement	Moderator (Ericsson)
R1-2212611	Summary #2 of Evaluation on AI/ML for positioning accuracy enhancement	Moderator (Ericsson)
R1-2212610	Summary #1 of Evaluation on AI/ML for positioning accuracy enhancement	Moderator (Ericsson)
R1-2210854	Evaluation of AI/ML for Positioning Accuracy Enhancement	Ericsson
R1-2210889	Evaluation on AI/ML for positioning accuracy enhancement	Huawei, HiSilicon
R1-2211002	Evaluation on AI/ML for positioning accuracy enhancement	vivo
R1-2211061	Evaluation on AI for positioning enhancement	ZTE
R1-2211077	Further evaluation results and discussions of AI positioning accuracy enhancement	Fujitsu
R1-2211128	On Evaluation of AI/ML based Positioning	Google
R1-2211193	Evaluation methodology and  results on AI/ML for positioning enhancement	CATT
R1-2211359	Evaluation on AI/ML for positioning accuracy enhancement	xiaomi
R1-2211482	Evaluation methodology and preliminary results on AI/ML for positioning accuracy enhancement			OPPO
R1-2211529	Evaluation on AI/ML for positioning accuracy enhancement	China Telecom
R1-2211676	Discussion on evaluation on AI/ML for positioning accuracy enhancement	CMCC
R1-2211715	Evaluation on AI/ML for positioning accuracy enhancement	InterDigital, Inc.
R1-2211722	Evaluation of AI and ML for positioning enhancement	NVIDIA
R1-2211777	Discussion on AI/ML Positioning Evaluations	Lenovo
R1-2211809	On Evaluation on AI/ML for positioning accuracy enhancement	Apple
R1-2211871	Evaluation on AI/ML for positioning accuracy enhancement	LG Electronics
R1-2211915	Some discussions on evaluation on AI-ML for positioning accuracy enhancement	CAICT
R1-2212040	Evaluation on AI ML for Positioning	Samsung
R1-2212112	Evaluation on AI/ML for positioning accuracy enhancement	Qualcomm Incorporated
R1-2212230	Evaluation on AI/ML for positioning accuracy enhancement	MediaTek Inc.
R1-2212331	Evaluation of ML for positioning accuracy enhancement	Nokia, Nokia Shanghai Bell
R1-2212382	Evaluation on AI/ML for positioning accuracy enhancement 	Fraunhofer IIS, Fraunhofer HHI
R1-2212877   FL summary #4 of other aspects on AI/ML for positioning accuracy enhancement	Moderator (vivo)
R1-2212783   FL summary #3 of other aspects on AI/ML for positioning accuracy enhancement	Moderator (vivo)
R1-2212742   FL summary #2 of other aspects on AI/ML for positioning accuracy enhancement	Moderator (vivo)
R1-2212549   FL summary #1 of other aspects on AI/ML for positioning accuracy enhancement	Moderator (vivo)
R1-2210855	Other Aspects of AI/ML Based Positioning Enhancement	Ericsson
R1-2210890	Discussion on AI/ML for positioning accuracy enhancement	Huawei, HiSilicon
R1-2211003	Other aspects on AI/ML for positioning accuracy enhancement	vivo
R1-2211062	Discussion on other aspects for AI positioning enhancement	ZTE
R1-2211078   Discussions on spec impacts of model training, data collection, model identification and model monitoring for AIML for positioning accuracy enhancement	Fujitsu
R1-2211129	On Enhancement of AI/ML based Positioning	Google
R1-2211194	Other aspects  on AI/ML for positioning enhancement	CATT
R1-2211231   Discussion on other aspects on AIML for positioning accuracy enhancement	Spreadtrum Communications
R1-2211360	Views on the other aspects of AI/ML-based positioning accuracy enhancement	xiaomi
R1-2211483	On sub use cases and other aspects of AI/ML for positioning accuracy enhancement	OPPO
R1-2211609	On AI/ML for positioning accuracy enhancement	Sony
R1-2211677	Discussion on other aspects on AI/ML for positioning accuracy enhancement	CMCC
R1-2211717	Designs and potential specification impacts of AIML for positioning	InterDigital, Inc.
R1-2211725	AI and ML for positioning enhancement	NVIDIA
R1-2211778	AI/ML Positioning use cases and Associated Impacts	Lenovo
R1-2211810	On Other aspects on AI/ML for positioning accuracy enhancement	Apple
R1-2211872	Other aspects on AI/ML for positioning accuracy enhancement	LG Electronics
R1-2211916	Discussions on AI-ML for positioning accuracy enhancement	CAICT
R1-2211981	Discussion on AI/ML for positioning accuracy enhancement	NTT DOCOMO, INC.
R1-2212041	Representative sub use cases for Positioning	Samsung
R1-2212113	Other aspects on AI/ML for positioning accuracy enhancement	Qualcomm Incorporated
R1-2212214	Other aspects on AI-ML for positioning accuracy enhancement	Baicells
R1-2212231	Other aspects on AI/ML for positioning accuracy enhancement	MediaTek Inc.
R1-2212332	Other aspects on ML for positioning accuracy enhancement	Nokia, Nokia Shanghai Bell
R1-2212358	Discussion on AI/ML for positioning accuracy enhancement	NEC
R1-2212383	On potential AI/ML solutions for positioning 	Fraunhofer IIS, Fraunhofer HHI
4.2	RAN2
4.2.1	RAN2#119bis-e
4.2.1.1	Organizational
R2-2212996	Rapporteur remarks and contributions overview	Ericsson, Qualcomm inc.	discussion	Rel-18	FS_NR_AIML_air
4.2.1.2 	AIML methods
R2-2212405	Discussion on AI/ML model life cycle management	InterDigital, Inc.	discussion	Rel-18	FS_NR_AIML_air
R2-2212659	Discussion on AI/ML methods	Qualcomm Incorporated 	discussion	Rel-18
R2-2212226	Discussion on AIML methods	Huawei, HiSilicon	discussion	Rel-18	FS_NR_AIML_air
R2-2211610	Discussion on RAN2 aspects for LCM	MediaTek Inc.	discussion
R2-2211192	AIML Methods Discussion in General	OPPO	discussion	Rel-18	FS_NR_AIML_air
R2-2211234	Further discussion on AIML methods	vivo	discussion	Rel-18	FS_NR_AIML_air
R2-2211241	Further discussions on general aspects of AIML for NR air-interface	CATT	discussion	FS_NR_AIML_air
R2-2211293	Discussion on AI/ML Model Management Framework 	TCL Communication Ltd.	discussion	Rel-18	R2-2210461	Late
R2-2211455	General aspects of AI/ML air interface and RAN2 impact	Intel Corporation	discussion	Rel-18	FS_NR_AIML_air
R2-2211683	Further discussion on RAN2 aspects of AI/ML for air interface	Apple	discussion	FS_NR_AIML_air
R2-2211831	Discussion on the AIML methods for general aspects of AIML via air interface	Fujitsu	discussion	Rel-18	FS_NR_AIML_air	Withdrawn
R2-2211850	Discussion on the AIML methods for general aspects of AIML via air interface	Fujitsu	discussion	Rel-18	FS_NR_AIML_air
R2-2211877	Discussion on AIML for NR air interface	Xiaomi	discussion
R2-2211939	Some considerations about model ID and CP/UP solution	Sony	discussion	Rel-18	FS_NR_AIML_air
R2-2211989	AI/ML Capability Reporting and Collaboration Levels 	Samsung Electronics Nordic AB	discussion
R2-2211990	AI/ML Model Management 	Samsung Electronics Nordic AB	discussion
R2-2212000	Discussions on General Aspects of AI/ML Framework	TCL Communication Ltd.	discussion
R2-2212023	General issues on AI for air interface	Lenovo	discussion	Rel-18
R2-2212165	Discussion on AMML methods	Spreadtrum Communications	discussion	Rel-18
R2-2212494	General aspects for AIML for NR air interface	Ericsson	discussion	Rel-18	FS_NR_AIML_air
R2-2212541	Possible framework of AI/ML for air interface	NEC	discussion	Rel-18	FS_NR_AIML_air
R2-2212551	Consideration on General Apsect of AI Study	ZTE Corporation,Sanechips	discussion	Rel-18	FS_NR_AIML_air
R2-2212623	Discussion on AIML methods for NR air interface	CMCC	discussion	Rel-18	FS_NR_AIML_air
R2-2212733	Protocol aspects of AI/ML framework for NR air interface	AT&T	discussion
R2-2212848	Discussion on model ID and model transfer	NTT DOCOMO INC.	discussion	Rel-18
R2-2212915	Baseline procedure for ML model lifecycle management	LG Electronics	discussion	Rel-18	FS_NR_AIML_air
R2-2212935	On the RAN2 impacts of AIML methods  	Nokia, Nokia Shanghai Bell	discussion	Rel-18	FS_NR_AIML_air

4.2.1.3 	Use case specific aspects
R2-2212660	Discussion on the use case specific aspects	Qualcomm Incorporated	discussion	Rel-16
R2-2211193	Discussion on Use Case Specific Aspects	OPPO	discussion	Rel-18	FS_NR_AIML_air
R2-2211235	Discussion on use case specific aspects	vivo	discussion	Rel-18	FS_NR_AIML_air
R2-2211242	Considerations on the use case specific aspects of AIML for NR air-interface	CATT	discussion	FS_NR_AIML_air
R2-2211425	Discussion on Positioning Methods Selection Considering AI/ML based Positioning	TCL Communication Ltd.	discussion	Rel-18	R2-2210487	Late
R2-2211761	AI/ML use cases: RAN2 impact	Intel Corporation	discussion	Rel-18	FS_NR_AIML_air
R2-2211832	Discussion on use case specific aspects of AIML via air interface	Fujitsu	discussion	Rel-18	FS_NR_AIML_air	Withdrawn
R2-2211851	Discussion on use case specific aspects of AIML via air interface	Fujitsu	discussion	Rel-18	FS_NR_AIML_air
R2-2212024	Discussion on AI for air interface use cases	Lenovo	discussion	Rel-18
R2-2212081	Consideration on  AI&ML for positioning accuracy enhancement	Xiaomi	discussion
R2-2212227	Discussion on use case specific aspects	Huawei, HiSilicon	discussion	Rel-18	FS_NR_AIML_air
R2-2212489	Discussion on use case specific aspects for AI/ML	InterDigital, Inc.	discussion	Rel-18	FS_NR_AIML_air
R2-2212495	Use cases aspect for AIML for NR air interface	Ericsson	discussion	Rel-18	FS_NR_AIML_air
R2-2212552	Consideration on Use Cases for AI Study	ZTE Corporation,Sanechips	discussion	Rel-18	FS_NR_AIML_air
R2-2212624	Discussion on use case specific aspects for AI/ML for NR air interface	CMCC	discussion	Rel-18	FS_NR_AIML_air
R2-2212939	Potential impacts due to the use case specific aspects	Nokia, Nokia Shanghai Bell	discussion	Rel-18	FS_NR_AIML_air

4.2.2	RAN2#120
4.2.2.1	Organizational
R2-2210677	RAN2 Work Plan for Rel-18 SI on AI/ML for NR air interface	Ericsson, Qualcomm Inc.	Work Plan	Rel-18	FS_NR_AIML_air
4.2.2.2 	AIML methods
R2-2210157	Discussion on AIML methods for NR air interface	CMCC	discussion	Rel-18	FS_NR_AIML_air
R2-2209700	Protocol aspects of AI/ML framework for NR air interface	AT&T	discussion
R2-2209605	General framework of AI/ML over air interface	Intel Corporation	discussion	Rel-18	FS_NR_AIML_air
R2-2210293	Discussion on AI/ML methods	Qualcomm Incorporated 	discussion	Rel-18

R2-2209760	Discussion on RAN2 aspects of AI/ML for air interface	Apple	discussion	Rel-18	FS_NR_AIML_air
R2-2210233	On the impact of AI/ML methods	Nokia, Nokia Shanghai Bell	discussion	Rel-18	FS_NR_AIML_air
R2-2209720	Consideration on General Aspects of AIML for NR Air-interface	CATT	discussion	Rel-18	FS_NR_AIML_air
R2-2209595	Discussion on RAN2 Aspects of AI/ML over Air Interface	MediaTek Inc.	discussion	FS_NR_AIML_air
R2-2209420	Work Split Consideration for Air Interface AIML	OPPO	discussion	Rel-18	FS_NR_AIML_air
R2-2209421	Life Cycle Management for Air Interface AIML	OPPO	discussion	Rel-18	FS_NR_AIML_air
=> Revised in R2-2210774
R2-2210774	Life Cycle Management for Air Interface AIML	OPPO	discussion	Rel-18	FS_NR_AIML_air 
R2-2209564	Discussion on general aspects of AIML methods	vivo	discussion	Rel-18	FS_NR_AIML_air
R2-2209884	Discussion on AIML for NR air interface	Xiaomi	discussion
R2-2209905	AI/ML Model Management 	Samsung R&D Institute UK	discussion	Rel-18
R2-2209906	AI/ML Capability Indication	Samsung R&D Institute UK	discussion	Rel-18	FS_NR_AIML_air
R2-2209951	General issues on AI for air interface	Lenovo	discussion	Rel-18
R2-2209995	Discussion on AMML methods	Spreadtrum Communications	discussion	Rel-18
R2-2210228	Considerations about AI/ML framework	Sony	discussion	Rel-18	FS_NR_AIML_air
R2-2210340	Discussion on common framework and RAN2 impacts	Huawei, HiSilicon	discussion	Rel-18	FS_NR_AIML_air
R2-2210402	Framework of AI/ML for air interface	NEC	discussion	Rel-18	FS_NR_AIML_air
R2-2210436	Discussion on AIML methods	InterDigital, Inc.	discussion	Rel-18	FS_NR_AIML_air
R2-2210461	Discussion on AI/ML Model Management Framework for Positioning Enhancement Use-case 	TCL Communication Ltd.	discussion	Rel-18
R2-2210520	Discussion on AIML Methods	Rakuten Mobile, Inc	discussion	Rel-18
R2-2210564	Aspect of ML model provisioning between UE and network	LG Electronics	discussion	Rel-18	FS_NR_AIML_air
R2-2210614	Initial Discussion on General Aspect of AI/ML study	ZTE Corporation,Sanechips	discussion	Rel-18	FS_NR_AIML_air
R2-2210678	General aspects for AI/ML for NR air interface	Ericsson	discussion	Rel-18	FS_NR_AIML_air
4.2.2.3 	Use case specific aspects
R2-2209952	Discussion on AI for air interface use cases	Lenovo	discussion	Rel-18
R2-2210123	Discussion on AI/ML for positioning accuracy enhancement	Xiaomi	discussion
R2-2210487	Discussion on AI/ML Based Positioning Methods Selection 	TCL Communication Ltd.	discussion	Rel-18
R2-2210299	Discussion on use case specific aspects	Qualcomm Incorporated 	discussion	Rel-18
ALL use cases but with concrete proposal for CSI
R2-2210341	Discussion on use case specific aspects	Huawei, HiSilicon	discussion	Rel-18	FS_NR_AIML_air
R2-2210234	Potential impacts for use case specific aspects	Nokia, Nokia Shanghai Bell	discussion	Rel-18	FS_NR_AIML_air
R2-2210615	Initial Discussion on Use Cases for AI/ML Study	ZTE Corporation,Sanechips	discussion	Rel-18	FS_NR_AIML_air
R2-2210158	Discussion on use case specific aspects for AIML for NR air interface	CMCC	discussion	Rel-18	FS_NR_AIML_air
R2-2209721	Consideration on the Use Case Specific AIML for NR Air-interface	CATT	discussion	Rel-18	FS_NR_AIML_air
R2-2209565	Consideration of use case specific aspects	vivo	discussion	Rel-18	FS_NR_AIML_air
R2-2210654	Use case specific RAN2 impact	LG Electronics Finland	discussion	Rel-18
RRM measurement Prediction
R2-2210679	Use cases for AI/ML for NR air interface	Ericsson	discussion	Rel-18	FS_NR_AIML_air
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