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1	Work plan related evaluation
	Do you want to modify the time budget for this WI/SI compared to what was endorsed at the last RAN meeting?
	No



If you answered No:	Then please remove the Excel file from the zip file of this status report.
If you answered Yes:	Then please fill out the attached Excel template to request a modification of the time 		budgets for your WI /SI. The Excel table has to be filled out for all affected RAN WGs and 		up to the target date of the WI/SI. The basis are the endorsed time budgets of the last 		RAN meeting. Please highlight all changes of the values.
		One time unit (TU) corresponds to ~ 2 hours in the meeting.
		If this status report covers a WI with Core and Performance part, then please have one 		line for each in the attached Excel table.
		Note: If no Excel table is attached, then this means no time budget change.
Additional explanations/motivations for the time budget changes in the attached Excel table:
2.	Detailed progress in RAN WGs since last TSG meeting (for all involved WGs)
	NOTE: Agreements and Open issues impacted cross-TSG aspects shall be explicitly highlighted
2.1	RAN1
2.1.1	Agreements
General aspects of AI/ML framework
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
1. Data collection
0. Note: This also includes associated assistance information, if applicable.
1. Model training
1. [Model registration]
1. Model deployment
3. Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
1. [Model configuration]
1. Model inference operation
1. Model selection, activation, deactivation, switching, and fallback operation
6. Note: some of them to be refined
1. Model monitoring
1. Model update
8. Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
1. Model transfer
1. UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
0. Intermediate KPIs
0. Link and system level performance 
0. Generalization performance
1. Over-the-air Overhead
0. Overhead of assistance information
0. Overhead of data collection
0. Overhead of model delivery/transfer
0. Overhead of other AI/ML-related signaling
1. Inference complexity
0. Computational complexity of model inference: FLOPs
0. Computational complexity for pre- and post-processing
0. Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
1. Training complexity
1. LCM related complexity and storage overhead
2. FFS: specific aspects
1. FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) updated trained in (near) real-time with the arrival of new training samples in (near) real-time. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note:
Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.

Evaluation on AI/ML for CSI feedback enhancement
Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the GCS/SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’, between GCS and SGCS, SGCS is adopted

Agreement
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
1. Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
1. Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
1. Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
0. Note: Companies to report the ratio for dataset mixing
0. Note: number of the multiple scenarios/configurations can be larger than two
1. FFS the detailed set of scenarios/configurations
1. FFS other cases for generalization verification, e.g.,
0. Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
1. Various deployment scenarios (e.g., UMa, UMi, InH)
1. Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
1. Various carrier frequencies (e.g., 2GHz, 3.5GHz)
1. Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
1. Companies to report the selected scenarios for generalization verification

Conclusion
If the AI/ML based CSI prediction sub use cases is to be selected as a sub use case, consider CSI prediction involving temporal domain as a starting point.

Agreement
For CSI enhancement evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects as a starting point:
1. Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
1. Various sizes of CSI feedback payloads, FFS candidate payload number
1. Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
1. Other aspects of configurations are not precluded, e.g., various numerologies, various rank numbers/layers, etc.
1. Companies to report the selected configurations for generalization verification
1. Companies are encouraged to report the method to achieve generalization over various configurations to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.

Conclusion
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, it is up to companies to choose the error modeling method for realistic channel estimation and report by willingness.
1. Note: It is not precluded that companies use ideal channel to calibrate

Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, the throughput in the ‘Evaluation Metric’ includes average UPT, 5%ile UE throughput, and CDF of UPT.

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, companies are encouraged to report the specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc.

Agreement
For the evaluation of the AI/ML based CSI compression sub use cases, the capability/complexity related KPIs, including FLOPs as well as AI/ML model size and/or number of AI/ML parameters, are to be reported separately for the CSI generation part and the CSI reconstruction part.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, a one-sided structure is considered as a starting point, where the AI/ML inference is performed at either gNB or UE.

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for evaluation,
1. 100% outdoor UE is assumed for UE distribution.
0. FFS: whether to add O2I carpenetration loss per TS 38.901 if the simulation assumes UEs inside vehicles
1. UE speed is assumed for evaluation with 10, 20, 30, 60, 120km/h
0. Note: Companies to report the set/subset of speeds
1. 5ms CSI feedback periodicity is taken as baseline, while other CSI feedback periodicity values can be reported for the EVM

Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, companies are encouraged to report the details of their models for evaluation, including:
1. The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
1. The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
1. The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
1. Data pre-processing/post-processing
1. Loss function
1. Others are not precluded


Other aspects on AI/ML for CSI feedback enhancement
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
1. Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
1. Type 2: Joint training of the two-sided model at network side and UE side, repectively.
1. Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
1. Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
1. Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
1. Other collaboration types are not excluded. 

Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
1. CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
1. CQI determination
1. RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
1. Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
1. Assistance signaling for UE’s data collection  
1. Assistance signaling for gNB’s data collection  
1. Delivery of the datasets.  

Evaluation on AI/ML for beam management
Agreement
 The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE distribution

	1. FFS 10 UEs per sector/cell for system performance related KPI (if supported) [e.g,, throughput] for full buffer traffic (if supported) evaluation (model inference). 
1. X UEs per sector/cell for system performance related KPI for FTP traffic (if supported) evaluation (model inference). 
1. 
1. Other values are not precluded 
1. Number of UEs per/sector per cell during data collection (training/testing) is reported by companies if relevant
1. More UEs per sector/cell for data generation is not precluded. 


	UE Antenna Configuration
	1. Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)
1. [Panel structure: (M,N,P) = (1,4,2)]
6. panels (left, right) with (Mg, Ng) = (1, 2) as baseline
1. Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams



Agreement
The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE Speed
	1. For spatial domain beam prediction, 3km/h
1. For time domain beam prediction: 3km/h(optional), 30km/h (baseline), 60km/h (optional), 90km/h (optional), 120km/h (optional)
1. Other values are not precluded

	UE distribution
	1. For spatial domain beam prediction: 
0. Option 1: 80% indoor ,20% outdoor as in TR 38.901
0. Option 2: 100% outdoor
1. For time domain prediction: 100% outdoor


	
Agreement
1. If UE orientation is modeled, it can be independently modeled from UE moving trajectory model. 
0. This is not precluded that UE orientation coupled with UE moving trajectory model. 

Agreement
1. Study the following options on the selection of Set B of beams (pairs) 
0. Option 1: Set B is fixed across training and inference
0. FFS on the beams of Set B
0. Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 
1. FFS on fixed or variable number of beams (pairs)
1. FFS on the details 
0. Other options are not precluded. 
0. FFS on the number of beams (pairs) in Set B
0. Note: This does not preclude the alternative that Set B is different from Set A.

Agreement
1. To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
0. FFS: number of UCI reports and UCI payload size

Other aspects on AI/ML for beam management
Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
1. Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
1. Alt.2: Set B is a subset of Set A
1. Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
1. Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
1. Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
1. Content/type of the collected data
1. Other aspect(s) is not precluded

Agreement 
At least for the sub use case BM-Case1 and BM-Case2, support both Alt.1 and Alt.2 for the study of AI/ML model training:
1. Alt.1: AI/ML model training at NW side;
1. Alt.2: AI/ML model training at UE side.
Note: Whether it is online or offline training is a separate discussion.

Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
1. Alt.1: DL Tx beam prediction
1. Alt.2: DL Rx beam prediction
1. Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
1. Note1: DL Rx beam prediction may or may not have spec impact

Agreement
For the sub use case BM-Case2, further study the following alternatives:
1. Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
1. Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
1. Alt.3: Set A and Set B are the same
1. Note1: The beam pattern of Set A and Set B can be clarified by the companies.

Agreement
Regarding the model monitoring for BM-Case1 and BM-Case2, to investigate specification impacts from the following aspects
1. Performance metric(s)
1. Benchmark/reference for the performance comparison
1. Signaling/configuration/measurement/report for model monitoring, e.g., signaling aspects related to assistance information (if supported), Reference signals
1. Other aspect(s) is not precluded

Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
1. Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
1. Enhanced or new signaling for measurement configuration/triggering
1. Signaling of assistance information (if applicable)
1. Other aspect(s) is not precluded

Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
1. Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
0. E.g., N predicted beams can be the top-N predicted beams
1. Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
1. FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
1. E.g., N predicted beams can be the top-N predicted beams
1. Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
2. E.g., N predicted beams can be the top-N predicted beams
2. FFS: details of Beam angle(s)
1. FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
1. Note1: It is up to companies to provide other alternative(s) 
1. Note2: Beam ID is only used for discussion purpose
1. Note3: All the outputs are “nominal” and only for discussion purpose
1. Note4: Values of N is up to each company. 
1. Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
1. Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


AI/ML for positioning accuracy enhancement

Agreement
For AI/ML-based positioning, both approaches below are studied and evaluated by RAN1:
1. Direct AI/ML positioning
1. AI/ML assisted positioning

Agreement
For AI/ML-based positioning, study impact from implementation imperfections.

Agreement
For evaluation of AI/ML based positioning, the model complexity is reported via the metric of “number of model parameters”. 

Agreement
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
1. Different drops
0. Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
1. Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
1. Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
1. Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.

Agreement
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
1. Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
1. Percentage of training data without label, if incomplete labeling is considered in the evaluation
1. Imperfection of the ground truth labels, if any

Agreement
For evaluation of AI/ML based positioning, study the performance impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels). The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.

Agreement
For AI/ML-based positioning, for evaluation of the potential performance benefits of model finetuning, report at least the following: 
1. training dataset setting (e.g., training dataset size necessary for performing model finetuning)
1. horizontal positioning accuracy (in meters) before and after model finetuning.


Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is adopted for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	
	
	
	
	
	
	
	
	



To report the following in table caption: 
0. Which side the model is deployed
0. Model generalization investigation, if applied
0. Short model description: e.g., CNN
Further info for the columns:
1. Model input: input type and size
1. Model output: output type and size
1. Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
1. Clutter parameter: e.g., {60%, 6m, 2m}
1. Dataset size, both the size of training/validation dataset and the size of test dataset
1. AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
1. Horizontal positioning accuracy: the accuracy (in meters) of the AI/ML based method
Note: To report other simulation assumptions, if any.

Agreement
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
1. FFS: Detailed definition of the intermediate performance metric of the model output

Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(d) UE/gNB RX and TX timing error. 
1. The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).


Other aspects on AI/ML for positioning accuracy enhancement
Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
1. Direct AI/ML positioning
1. AI/ML assisted positioning
1. Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
1. Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.

Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
1. Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
0. Partial and/or noisy ground truth label
1. Signaling for data collection
1. Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
1. AI/ML model monitoring performance metrics
1. Condition of AI/ML model update
1. Reference signals and measurement feedback/report
1. Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
1. UE-side or Network-side training
1. UE-side or Network-side inference
1. Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
1. UE-based
1. UE-assisted/LMF-based
1. NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 

2.1.2	Remaining Open issues
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
· Complete AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set
· Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

2.3	RAN2
2.3.1	Agreements
2.3.2	Remaining Open issues
Work has not started for any of the objectives.
· Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
· Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 

2.3	RAN3
2.3.1	Agreements
2.3.2	Remaining Open issues
2.4	RAN4
2.4.1	Agreements
2.4.2	Remaining Open issues 
Work has not started for any of the objectives.
· Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Interoperability and testability aspects, e.g., (RAN4)
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition
2.5	RAN5
2.5.1	Agreements
2.5.2	Remaining Open issues
2.5.3	Remaining Open issues with cross-WG dependencies
2.6	RAN6
2.6.1	Agreements
2.6.2	Remaining Open issues

3.	Detailed progress in SA/CT WGs since last TSG meeting (for all involved WGs)
NOTE: This section only needs to be filled in for WI/SIs where there is a corresponding relevant WI/SI in SA/CT. 
3.1	SAx/CTs
3.1.1	Agreements with cross-TSG impacts
3.1.2	Remaining Open issues with cross-TSG impacts
NOTE: This section should also flag any critical dependencies that need TSG attention. 
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