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1. Introduction
In the email discussion of RAN94e-R18Prep-08 [1], extensive discussion has been made on the Rel-18 candidate SI “AI/ML for air interface”, and the draft SID based on the final round discussion has been summarized in [2]. In this contribution, we present our further comments on Rel-18 draft SID on AI/ML for air interface. The corresponding revisions to the objectives of Rel-18 draft SID on AI/ML for air interface are summarized in appendix.
2. Discussion
Use cases

For CSI feedback enhancement, the first two sub use cases, “overhead reduction, improved accuracy”, are the targets of CSI feedback enhancement. However, the last sub use case, i.e., “prediction”, is not on the same dimension but just one of the potential methods to achieve the above targets. Thus, it is better to remove “prediction” and keep “overhead reduction, improved accuracy” only so as to leave a wide room for all potential methods.
For Beam management, “beam selection” can fall within the scope of “beam prediction”, and so “accuracy improvement” should also be one of the targets of beam prediction, as well as “overhead and latency reduction”. 
For Positioning, “heavy NLOS conditions” is unclear, e.g. what percent of NLOS channel can be considered as heavy. Furthermore, only mention “heavy NLOS conditions” here may mislead that we only consider scenarios with heavy NLOS conditions in this SI. Therefore, we suggest to change it as “Positioning accuracy enhancements for scenarios with different NLOS conditions”
Our view is that the selected use cases should show significant gain of AI/ML over traditional non-AI/ML techniques and can help to identify various levels of collaboration between UE and gNB or to understand the lifecycle management of AI/ML model for air interface. Companies have already shown the potential gain of AI/ML for the above four use cases. However, for RRM mobility, we do not see any simulation results to shown the gain of AI/ML. There are some results for beam prediction with mobility. If this is the point of RRM mobility, it can fall within the scope of Beam management. Furthermore, RRM mobility may not provide any additional information for collaboration levels or lifecycle management beyond the above four uses. Therefore, RRM mobility should be removed from the initial set of use cases.
In addition, the word “baseline” in the bullet of “Finalize representative set of use cases (reduced from the initial set and minimizing sub use cases) for characterization and baseline performance evaluations” should be removed because performance evaluations should not be done only for baseline.
Proposal 1: Adopt the revisions to use cases in the objection section:
	Use cases to focus on: 

· Initial set of use cases includes: 

· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]

· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection and accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions under different percentage [RAN1] 
· RS overhead reduction [RAN1]
· RRM Mobility, e.g., prediction in time or frequency for robustness, interruption and overhead reduction [RAN2]
· Finalize representative set of use cases (reduced from the initial set and minimizing sub use cases) for characterization and baseline performance evaluations


AI/ML model and description

In general, the necessary procedure of an AI/ML model should contain data collection, model training, model deployment and model inference. These terminologies are also aligned with the functional framework defined in TR37.817 [3]. Model transfer can be contained within model deployment, and thus no need to be listed separately. In addition, there is no need to further describe model deployment, since it may include other potential functions as well, e.g. model activation/de-activation.
Proposal 2: Adopt the revisions to AI/ML model in the objection section:
	AI/ML model and description to identify common and specific characteristics for framework investigations:

· Characterize the defining stages of AI/ML related algorithms and associated complexity:

· Model generation, e.g., model training (including input/output, pre-/post-process, as applicable), model validation, model testing, as applicable 

· Inference operation, e.g., input/output, pre-/post-process, as applicable

· Identify various levels of collaboration between UE and gNB, e.g., 

· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]

· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 

· Identify lifecycle management of AI/ML model: e.g., data collection, model training, model deployment (initiation/configuration), model inference, model monitoring, model updating, and model transfer
· Data set for training, inference, validation, and testing 

· Identify common notation and terminology for AI/ML related functions, procedures and interfaces

· Consider the work done for FS_NR_ENDC_data_collect as and when appropriate


Potential specification impact

Looking at the sub-bullets under the objectives for RAN1, RAN2 and RAN4, the split of aspects among different working groups is not that clear, e.g. it is difficult to say that lifecycle management will only have impact in RAN1, but not RAN2. In addition, some of the aspects looks like not the work in study phase, e.g. signalling design to support the collaboration identified in RAN1 under RAN2 objective looks like work in work item phase. One way we can just delete all those detailed sub-bullets as below, and the details can be up to the discussion in the study phase. 
	1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:

· PHY layer aspects including (RAN1)

· Consider aspects related to, e.g., the specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases

· Use case and collaboration level specific specification impact, such as new signalling, assistance information, measurement, and feedback

· Protocol aspects including (RAN2, Except use case study, RAN2 only start following general assessment after there is sufficient progress on use study in RAN1) 

·  Consider aspects related to, e.g., capability indication, configuration procedures (training/inference), validation and testing procedures, and management of data and AI/ML model 

· Collaboration level specific specification impact per use case including signalling design to support the collaboration identified in RAN1

· Interoperability and testability aspects (RAN4, only start the work after there is sufficient progress on use case study in RAN1 and RAN2)

· UE and gNB requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements

· Consider the need and implications for AI/ML processing capabilities definition




One potential benefits to list all the detailed sub-bullets there is to provide some guidance for the future work, which is for sure good. However, considering the detailed aspects listed under these sub-bullets may be incomplete or not accurate, it is preferred to soften the tone for these aspects, i.e. to make it clear that these are just listed as some examples for further consideration. Therefore, it is proposed to delete “including” and add “e.g.” in the description.    

Proposal 3: Adopt the revisions to objective for potential specification impact as below:
	2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:

· PHY layer aspects including (RAN1), e.g.
· Consider aspects related to, e.g., the specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases

· Use case and collaboration level specific specification impact, such as new signalling, assistance information, measurement, and feedback

· Protocol aspects including (RAN2, Except use case study, RAN2 only start following general assessment after there is sufficient progress on use study in RAN1), e.g. 

·  Consider aspects related to, e.g., capability indication, configuration procedures (training/inference), validation and testing procedures, and management of data and AI/ML model 

· Collaboration level specific specification impact per use case including signalling design to support the collaboration identified in RAN1

· Interoperability and testability aspects (RAN4, only start the work after there is sufficient progress on use case study in RAN1 and RAN2), e.g.
· UE and gNB requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements

· Consider the need and implications for AI/ML processing capabilities definition


Addition of another note for reusing the existing RAN architecture 
In addition, as we commented in the previous email discussion, the principles from on-going RAN3-led SI should remain applicable for the SI of AI for Air Interface, especially for the following three: 
· Detailed AI/ML algorithms and models are left for implementation;

· User data privacy needs to be preserved;

· Support of AL/ML shall reuse the existing RAN architecture and new interfaces shall not be introduced.

Based on the current draft SID, the first two principles are already captured and reflected. Similarly, the third principle should be reflected as well. AI/ML functionality should reside within the current RAN architecture, the existing network architecture should be reused, and new interfaces shall not be introduced. The reasons are summarized as following:
· New network architecture or interfaces will complicate the system, much more standardization work load will be introduced to identify the details. 

· Backward compatibility no longer holds, and it would be harder to upgrade legacy network equipment and user devices to support the AI/ML functionalities.

· New network architecture or interfaces can introduce risk of security and privacy issues. 

· Scalability of AI/ML functionalities can be limited since there are more involved network entities.

· To support potential AI/ML functionalities, enhancements based on current signalling/channel/interfaces would be enough, there is no need to introduce new network entities. 

Proposal 4: Add an additional note in the objective section as below:
	Note 1: specific AI/ML models are not expected to be specified and are left to implementation. 

Note 2: The study is based on the current RAN architecture and interfaces


3. Conclusion

In this contribution, some comments on Rel-18 draft SID on AI/ML for air interface are provided, with the following proposal:
Proposal: Adopt the revisions to the objectives of Rel-18 draft SID on AI/ML for air interface in the Appendix.
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4	Objective


4.1	Objective of SI or Core part WI or Testing part WI


Study the 3GPP framework for AI/ML for air interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.





Use cases to focus on: 


Initial set of use cases includes: 


CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]


Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection and accuracy improvement [RAN1]


Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions under different percentage [RAN1]  


RS overhead reduction [RAN1]


RRM Mobility, e.g., prediction in time or frequency for robustness, interruption and overhead reduction [RAN2]


Finalize representative set of use cases (reduced from the initial set and minimizing sub use cases) for characterization and baseline performance evaluations





AI/ML model and description to identify common and specific characteristics for framework investigations:


Characterize the defining stages of AI/ML related algorithms and associated complexity:


Model generation, e.g., model training (including input/output, pre-/post-process, as applicable), model validation, model testing, as applicable 


Inference operation, e.g., input/output, pre-/post-process, as applicable


Identify various levels of collaboration between UE and gNB, e.g., 


No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]


Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 


Identify lifecycle management of AI/ML model: e.g., data collection, model training, model deployment (initiation/configuration), model inference, model monitoring, model updating, and model transfer


Data set for training, inference, validation, and testing 


Identify common notation and terminology for AI/ML related functions, procedures and interfaces


Consider the work done for FS_NR_ENDC_data_collect as and when appropriate





For the use cases under consideration:


Evaluate performance benefits of AI/ML based algorithms:


Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 


Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.


Whether field data are needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 


User data privacy needs to be preserved.


Need for common dataset construction for training, validation and test for the selected use cases 


Consider adequate model training strategy and associated implications, e.g., offline training vs. online training of models.


KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.


Performance and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art (non-AI/ML and/or implementation-based AI/ML) baseline


Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered and documented.


The need to define Typical AI model(s) for calibration shall be discussed as part of this study.





Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:


PHY layer aspects including (RAN1), e.g.


Consider aspects related to, e.g., the specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases


Use case and collaboration level specific specification impact, such as new signalling, assistance information, measurement, and feedback


Protocol aspects including (RAN2, Except use case study, RAN2 only start following general assessment after there is sufficient progress on use study in RAN1), e.g.


 Consider aspects related to, e.g., capability indication, configuration procedures (training/inference), validation and testing procedures, and management of data and AI/ML model 


Collaboration level specific specification impact per use case including signalling design to support the collaboration identified in RAN1


Interoperability and testability aspects (RAN4, only start the work after there is sufficient progress on use case study in RAN1 and RAN2), e.g.


UE and gNB requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements


Consider the need and implications for AI/ML processing capabilities definition





Note 1: specific AI/ML models are not expected to be specified and are left to implementation. 


Note 2: The study is based on the current RAN architecture and interfaces 











