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1. Introduction

AI/ML based air interface enhancement received widely interested in last R18 workshop and is recognized as an important direction for R18. It is the first time that AI/ML based air interface design is formally discussed in RAN and details about use cases, KPIs and evaluation methodology, network and UE involvements should be well studied. In this contribution, we will provide some comments on the draft SID on AI/ML for air interface proposed in [1].
2. Discussions 
We are general fine with the proposed draft SID. There are two minor proposals are listed below with revise marks:
Use cases to focus on: 
· Initial set of use cases includes: 

· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]

· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· RS overhead reduction [RAN1]
· RRM Mobility, e.g., prediction in time or frequency for robustness, interruption and overhead reduction [RAN2]
· Finalize representative set of use cases (reduced from the initial set and minimizing sub use cases) for characterization and baseline performance evaluations
· Note: Potential use cases down-selection for finalized representative set will be operated 3 or 6 months after the start of the study.
AI/ML model and description to identify common and specific characteristics for framework investigations:

· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, as applicable), model validation, model testing, as applicable 

· Inference operation, e.g., input/output, pre-/post-process, as applicable

· Identify various levels of collaboration between UE and gNB, e.g., 

· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]

· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 

· Identify lifecycle management of AI/ML model: e.g., model deployment (initiation/configuration), model monitoring, model updating, and model transfer
· Dataset for training, inference, validation, and testing 

· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Consider the work done for FS_NR_ENDC_data_collect as and when appropriate

For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms:

· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 

· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.

· 
· User data privacy needs to be preserved.

· Need for common dataset construction for training, validation and test for the selected use cases 
· Whether and how field data are included for common dataset construction should be discussed as part of the study.
· Consider adequate model training strategy and associated implications, e.g., offline training vs. online training of models.

· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art (non-AI/ML and/or implementation-based AI/ML) baseline

· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered and documented.

The need to define Typical AI model(s) for calibration shall be discussed as part of this study.
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:

· PHY layer aspects including (RAN1)

· Consider aspects related to, e.g., the specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, assistance information, measurement, and feedback
· Protocol aspects including (Except use case study, RAN2 only start following general assessment after there is sufficient progress on use study in RAN1) 

·  Consider aspects related to, e.g., capability indication, configuration procedures (training/inference), validation and testing procedures, and management of data and AI/ML model 

· Collaboration level specific specification impact per use case including signalling design to support the collaboration identified in RAN1

· Interoperability and testability aspects (RAN4 only start the work after there is sufficient progress on use case study in RAN1 and RAN2)

· UE and gNB requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements
· Consider the need and implications for AI/ML processing capabilities definition

Note: specific AI/ML models are not expected to be specified and are left to implementation. 

The first revise is about the timing for finalized representative set. Considering the diverse understanding of different use cases, it is a proper arrangement to have 1 or 2 WGs meetings to make an initial discussions and clarifications on each use case. Then, the final representative set for characterization and baseline performance evaluations could be confirmed.
The second revise is related to the study of field data. We think the usage of field data is part of the work of dataset construction, including both the training set and testing set construction with or without field data. 
3. Conclusion
In summary, we propose two minor revises for the draft SIDs.
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