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1 Introduction
During RAN#91-e, there has been discussions on the scope of Further enhancements on MIMO for NR (FeMIMO) WID, in particular relating L1/L2 mobility, and how this topic is expected to be handled across WGs. There has  been progress during April and May WG meetings, both in RAN1 as well as RAN2, RAN3 and RAN4, with RAN2/3/4 now providing reply LS answers (and questions) on their understanding regarding this topic [1][2][3].  In addition, it has been acknowledged in RAN#91-e that the entirety of 2021 will comprise of electronic meetings, which makes it imperative that the work item scopes are managed accordingly, taking into account the inherently lower efficiency of electronic meetings. In this contribution we present our views on how to handle the FeMIMO work item for the remainder of Rel-17.

2 Discussion on status of L1/L2-centric mobility
In FeMIMO WID, L1/L2-centric mobility is covered by the following objective  [4]:
1. Enhancement on multi-beam operation, mainly targeting FR2 while also applicable to FR1: 
a. Identify and specify features to facilitate more efficient (lower latency and overhead) DL/UL beam management to support higher intra- and L1/L2-centric inter-cell mobility and/or a larger number of configured TCI states:
i. Common beam for data and control transmission/reception for DL and UL, especially for intra-band CA
ii. Unified TCI framework for DL and UL beam indication
iii. Enhancement on signalling mechanisms for the above features to improve latency and efficiency with more usage of dynamic control signaling (as opposed to RRC)
However, the second objective also shares some similarities with the first one (highlight added to illustrate this):
2. Enhancement on the support for multi-TRP deployment, targeting both FR1 and FR2:
a. Identify and specify features to improve reliability and robustness for channels other than PDSCH (that is, PDCCH, PUSCH, and PUCCH) using multi-TRP and/or multi-panel, with Rel.16 reliability features as the baseline 
b. Identify and specify QCL/TCI-related enhancements to enable inter-cell multi-TRP operations, assuming multi-DCI based multi-PDSCH reception
c. Evaluate and, if needed, specify beam-management-related enhancements for simultaneous multi-TRP transmission with multi-panel reception
d. Enhancement to support HST-SFN deployment scenario:
i. Identify and specify solution(s) on QCL assumption for DMRS, e.g. multiple QCL assumptions for the same DMRS port(s), targeting DL-only transmission
ii. Evaluate and, if the benefit over Rel.16 HST enhancement baseline is demonstrated, specify QCL/QCL-like relation (including applicable type(s) and the associated requirement) between DL and UL signal by reusing the unified TCI framework
 
However, it should be noted that RAN1 has been discussing the "beam management" part of both objectives jointly under one agenda item (which is the one that triggered sending the LS to RAN2/3/4 in the first place)An LS has been sent from RAN1 towards RAN2/3/4 to clarify the impacts of the above objective(s) to those WGs. The topic has been discussed in RAN2/3/4 and LS replies have been agreed after May meeting in [1, 2, 3]. From these replies, the following can be observed:
· Technical components facilitating L1/2 inter-cell mobility operation require substantial amount of  work (at least in RAN2)
· To ensure reasonable progress, close collaboration between RAN1 and RAN2 is needed
· To justify specification effort, performance gains need to be provided and identified with respect to legacy operation. 
· Current RAN2 allocation is far too small to handle all the implications of introducing the feature
· There is no RAN3 TU allocation to do the required work for this topic (as stated in the RAN3 LS [2])
· The RAN4 implications are potentially significant (depending on the exact scope of the work)
In addition, it should be noted that the analysis on RAN2/RAN3/RAN4 implications has just been started and more detailed treatise needs is still needed in all WGs depending on the supported scenarios and use cases. The LS answers are in fact containing questions towards RAN1, indicating that there is unlikely the necessary time needed for inter-WG communication until the end of the release. There are big implications to many areas in RAN2, including (but not necessarily limited to):
· RRM measurement framework: Given that L1 measurements are needed for the L1/L2-centric mobility, it has to be discussed how those relate to existing L3 measurements. Since RRM is managed by CU and L1/L2-centric mobility control would be done in DU, this also ties into the CU/DU discussion (see below).
· UP impacts: While RAN2 concluded to use a single protocol stack, there will still be impacts to TCI states, RACH and uplink timing alignment. It's known that with e.g. active BWP reconfiguration (which includes TCI state update), there is an interruption to UP, so it should be understood how this impacts the L1/L2-centric mobility operation.
· CU/DU aspects: While these are mostly the matter of RAN3, both RAN2 and RAN3 will have to be involved in this: Some inter-node messaging seems necessary and the details will require some RAN2/RAN3 interactions.
· Interaction with existing features: At least CA/DC, CHO and DAPS HO interactions needs to be considered (to understand how they relate to the L1-based operation). If the feature is applicable to CA/DC, some other features (e.g. fast MCG recovery) may need to be considered in addition.
· Security implications: L1/L2 signalling is not ciphered, which could create security concerns (see e.g. recent GSMA LS to RAN2/SA3 on MAC CE vulnerabilities). To understand if there are risks, SA3 needs to be consulted once it is understood how the L1/L2 signalling of HO could work.
· MAC/RRC interactions for L1 HO triggering: If HO is triggered by network via MAC CE, there is some cross-layer interaction and timing relations that have to be resolved in both RAN2 and RAN4 (including interaction with TCI state change MAC CEs that may be required). As this may also involve UP interruption, the impacts need to be understood well. 
· Basic UE capabilities: The basic capabilities will come from RAN1 (and possibly also RAN4), but as with many mobility features it is expected RAN2 will have to work on those as well and integrate them all together. This will require time due to inter-WG coordination, as has been seen from Rel-15 and Rel-16 capability discussions.
· CR finalization: As with all complex features, the CR finalization itself requires sufficient time (typically at least 2 meetings, but often more than that). This will also consume meeting time as the finer points in the CRs need to be discusssed and decisions made.
All of the above 8 areas are (at least) small-to-medium size tasks, requiring at least ~1-2 TUs each (which may span multiple meetings). Thus, considering that there are 4 meetings left, this would require 2-4 TUs / RAN2 meeting alone to complete the work. And note that there are also other aspects in the RAN1 FeMIMO WI that also require RAN2 work, which will need at least 1-2 TUs (over 4 meetings) to be finalized. Hence, finalizing the current WI scope just doesn't seem feasible without explicit downscoping of the objectives and ensuring that the remaining scope fits within the allocated TUs.
Observation 1: The estimated RAN2 work for the topic is quite large and cannot be completed without downscoping the current FeMIMO objectives.
Given that all of RAN2, RAN3 and RAN4 are clearly heavily loaded, together with the fact that all remaining meetings in 2021 are scheduled as e-meetings, it is hard to expect more TUs will be found to make this topic viable in those WGs. At the same time it is not meaningful to complete the work in RAN1 alone, if the functionality is not fully defined, and hence the feature risks at becoming broken in practice, or it may jeopardize. the finalization of the Rel-17 in other WGs. Further, as we have shown in our simulation results (see [5] and [6], as well as Annex A of this contribution), the actual performance gains of the L1 mobility compared to L3 HOs are not so clear (except with very unrealistic simulation models). 
Observation 2: The evaluation results are not showing performance gains of the L1/L2 mobility compared to L3 HO. 
Based on above observations, we make the following proposal:
Proposal: De-prioritize the work on L1/L2-centric mobility (including the inter-cell dynamic point selection or inter-cell beam management) in all working groups
Overlapping objectives
RAN1 discussions on L1/L2 mobility and Inter-cell multi-TRP operation seems to have an overlap. In particular, L1/L2 centric mobility in RAN1 agenda 8.1.1 seems to be generalizing the solution to support scenario 1 (referred in RAN2 LS) as “inter-cell beam management” or “inter-cell dynamic point selection”, which is partly under discussion in RAN1 agenda item 8.1.2.2, inter-cell multi-TRP operation.  However, inter-cell multi-TRP operation in RAN1 agenda 8.1.2.2 should focus on extending the support of multi-DCI based multi-TRP operation to inter-cell scenario as described in the WI objective. Discussions related to inter-cell dynamic point selection (as now being considered as one alternative within inter-cell multi-TRP operation) are adding unnecessary overhead when finalizing the work associated with AI 8.1.2.2. Even though none of these have been agreed yet, it seems that one agenda item (8.1.1) discusses inter-cell DPS with Rel-17 unified TCI framework while another agenda item (8.1.2.2) is discussing DPS with Rel-15/16 TCI framework. RAN1 shall avoid extra work associated with such unnecessary overlaps. 
Observation 3: There is an overlapping discussion to define similar solution of inter-cell dynamic point selection under two different RAN1 sub-agendas of feMIMO WI.  

3 Summary and Conclusions
In this document we discussed the status of the Rel-17 FeMIMO WI. Based on the discussions the following observations and proposals are brought forward: 
Observation 1: The estimated RAN2 work for the topic is quite large and cannot be completed without downscoping the current FeMIMO objectives.
Observation 2: The evaluation results are not showing performance gains of the L1/L2 mobility compared to L3 HO. 
Proposal: De-prioritize the work on L1/L2-centric mobility (including the inter-cell dynamic point selection or inter-cell beam management) in all working groups
Observation 3: There is an overlapping discussion to define similar solution of inter-cell dynamic point selection under two different RAN1 sub-agendas of feMIMO WI.  
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Annex A: Inter-cell mobility system performance with L1 mobility and L3 mobility 
NOTE: The references inside this section do not refer to Annex B but are only used within this Annex.
A.1	Evaluation Scenarios
We have simulated different handover procedures as summarized in the table below to understand the impact of the handover deactivation delay and interruption time (with no data transfer).
Table A.1-1: Handover Procedures
	Parameters/Cases
	L3(short delay)
	L3(long delay)
	L1/L2(RACH-less)
	L1/L2(RACH)

	L3 mobility based on A3 event
	Enabled
	Enabled
	Disabled
	Disabled

	L1/L2 mobility based on L1-RSRP beam measurements
	Disabled
	Disabled
	Enabled
	Enabled

	HO interruption time (due to RACH)
	80 ms
	80 ms
	1 ms
	80 ms

	HO preparation delay
	40 ms [2]
	820 ms 
	Not applicable 
	Not applicable

	A3 event Time-to-Trigger (TTT)
	160 ms
	160 ms
	No TTT i.e. 0 ms
	No TTT i.e. 0 ms

	IIR L3 filtering delay
	20 ms
	20 ms
	Not applicable
	Not applicable 

	HO deactivation delay
	220 ms
	1000 ms [1]
	1 ms 
	1 ms



The term “HO deactivation delay” refers to “HO latency” which is defined as the time measured from the handover initiation until the completion of the UE association with the new destination cell. The EVM model specifically states that “That is, when the L1-RSRP for the target cell is larger than the L1-RSRP for the source cell by the HO margin (e.g. 3 dB), handover is initiated. Handover to the target cell is completed after HO latency”. Based on this description, the HO deactivation delay accounts for IIR L3 filter delay, TTT and handover preparation delay which part of L3 inter-cell mobility modelling
For L3 mobility, if the Layer 3 cell quality measurement of the non-serving cell is higher than the serving cell quality measurement by the HO margin during TTT, UE sends Layer 3 measurement report to the serving cell (see 38.300 for more details on measurements and reporting). Once the serving cell receives the L3 measurement report from the UE, it initiates the preparation of the HO command (i.e. RRC reconfiguration). In our simulation, the HO preparation time (Handover Request, admission control and Handover Request Acknowledge) is modelled as HO preparation delay. We have simulated two cases for L3 mobility, namely L3(short delay), L3(long delay). In L3(short delay) case, the handover preparation delay is set to reasonable value of 40 ms based on the study in [2].  L3(long delay) case considers 820 ms handover preparation delay to align with the EVM assumptions in [1] which considers the handover de-activation delay to be between 1000 ms and 1500 ms. 
We would also note that a "fixed delay" for mobility search is not very realistic as UE is normally doing cell search continuously, and after acquiring SSB of neighbour cell also continues to do SSB-RSRP measurements while the cell remains detectable as per the requirements in TS38.133. Putting this into a single delay value over-estimates the time needed to obtain L3 measurement samples, thus making the L3 handovers much "slower" than observed in reality. Hence, a system level simulator used for mobility using such a "simple" model should attempt to consider both "short" and "long" delay values to understand how much bias the model itself causes to the L3 mobility performance. This is similar as was already evaluated in LTE Rel-11/12 study on Hetnet mobility (for more details see TR 38.839).
Observation 0: A fixed mobility delay model tends to overestimate the mobility performance degradation. System level simulations for mobility purposes should model both cell search and measurement sampling to properly evaluate the impact of delays in mobility performance. 
L1/L2 based mobility differs from the L3 mobility in the sense that the serving cell change (handover) is triggered using L1-RSRP beam measurements instead of L3 cell quality measurements. Herein, UE sends periodical L1-RSRP beam measurement reports to the serving cell including the K strongest beams of the non-serving cell(s). HO is triggered if the L1-RSRP measurements of the best non-serving cell beam is higher than the best serving cell beam by the HO margin e.g. 3 dB. Note that for L1/L2-centric inter-cell mobility the RRC configurations of the non-serving cell are assumed to be already pre-configured at the UE (similar to CHO). Therefore, HO preparation delay for L1/L2 signalling is assumed to be 0 ms (not applicable) and we don’t have any TTT  timer which leads to shorter a HO deactivation delay for L1/L2-centric inter-cell mobility.
The interruption time for L1/L2(RACH-less) is set to 1 ms assuming that UE has decoded all the RRC configurations of the non-serving cell (i.e. possible target cell/new serving cell) beforehand and UE does not need RACH as timing advance (TA) is zero or the same as the serving cell i.e. RACH-less. For other HO procedures, the interruption time is assumed to be 80 ms.
A.2	Simulation Parameters
The parameters of the simulation follow the assumptions of the EVM model in [1] for inter-cell mobility scenarios which are shown in Table A.1-2.
[bookmark: _Ref61867148][bookmark: _Ref61867130]Table A.1-2 Simulation parameters for inter-cell mobility scenario
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz, SCS: 120 kHz, BW: 80 MHz

	BS Antenna Configuration
	(M, N, P, Mg, Ng) = (4, 8, 2, 2, 2). (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ
Using equivalent full array (8, 16, 2, 1, 1) for beamforming with 14 beams. SSB + CSI-RS per beam.

	UE Antenna Configuration
	Number/location of panels: 3 panels (left, right, and back).
Panel structure: 1x1x2 or (M, N, P) = (1, 1, 2), dH = 0.5 λ 
All panels are active (Assumption 3 in R1-1907860)


	Traffic Model
	Full buffer. Best effort FullBuffer traffic model with average of ​5 packets per second and packet size of 500,000 bytes

	Link Adaptation
	Outer loop adaptation + CQI based link adaptation (CSI-RS based measurements)

	Control and RS overhead
	~21% (3/14 symbol overhead)

	Control channel decoding
	Ideal

	Transmission scheme
	2x2 MIMO 

	Other simulation assumptions
	Proportional fair in Time and frequency scheduling with TTI size of one subframe. 1 user is scheduled each TTI.
RLM Qout averaging window: 400 ms
RLM Qin averaging window: 200 ms
RLQ Out (for beam failure detection) averaging window: 200 ms
Bandwidth efficiency: 90%

	Intra-cell beam management
	Beam metric: L1-RSRP 
Ideal measurement reporting and evaluation every 20 ms.
L1-RSRP averaging 60ms (3 samples) 
Beam switching decision: L1-RSRP(best serving cell beam)> L1-RSRP(current serving cell beam) + Offset
Offset: 1 dB

	Inter-cell handover procedure
	L3 (RRC) Mobility 
The figure below illustrates L3 mobility procedure in the simulation. When A3 event condition is satisfied during TTT, UE sends L3 measurement report and the serving cell prepares HO command and sends it to the UE. Once UE receives the HO command, it detaches from the serving cell (interruption time starts) and if RACH is successful (i.e. HO complete is received from the target cell), UE switches to a new serving cell and starts receiving data (interruption time ends).
Handover interruption time (no data transfer): 80 ms
Handover metric: L3 cell quality measurement (IIR filtered L1-RSRP)
A3 event offset i.e. HO margin: 3 dB
Time-to-trigger (TTT): 160 ms
Handover (HO) preparation delay: {40ms, 820ms}
Handover deactivation delay: Filter time constant i.e. the duration of the impact of the previous measurement is halved (assumed to be 20 ms) + TTT + HO preparation delay = 220 ms

[image: ]

L1/2 centric Intercell Mobility
Intra-cell beam management procedure is extended to include the beams of non-serving cells. Ideal and periodical reporting with 20 ms periodicity.
Serving cell beam reporting i.e. N : 4
Non-serving cell beam reporting i.e. K: 16
The strongest N and K beams of the serving and non-serving cell are reported periodically.
Handover decision is based on (filtered) L1-RSRP beam measurements i.e. L1-RSRP (best non-serving cell beam) > L1-RSRP (best serving cell beam) + Offset
Offset i.e. HO margin: 3 dB 
Handover deactivation delay: 1 ms
Handover interruption time (no data transfer): {1 ms, 80 ms} NOTE: The results with different interruption time i.e. L1/L2(RACH) are also available to understand the impact of the RACH procedure better

	Other potential impairments
	Not modelled (assumed ideal)

	Scenario
	Dense Urban (as described in EVM [ref]), 200m ISD with wrap-around (7 sites, 3 sectors/cells per site), 100% outdoor, 10 UEs per drop (multiple UEs dropped along the trajectory)

	Channel model
	UMa 5G (TR 38.901)

	UE mobility and trajectory
	Linear trajectory across multiple cell edges, inter-cell mobility
[image: ]
Distance d from is the perpendicular distance from the line PQ to the center of site C7. Its value can be d=U[26,34] as shown in the figure above. A UE is dropped in one of the green lines above with random direction of movement towards P or Q. 
UE velocity 120 km/h are simulated.

	UE panel orientation
	UE orientation is the same as UE movement direction.

	Simulated time extent
	1120000 steps (112000 steps per sec) with 1 sec warm-up period 



A.3	Performance comparison of different handover procedures
The different handover procedures as described in the Table B.1-1 are compared for UEs with 120 km/h and the resulting CDF of effective user throughput is shown in Figure 1, whereas the mean and the cell-edge (5% percentile) user throughputs are shown in Figure 2.
We observe a noticeable difference between the throughput CDF of the L3 with long HO deactivation delay i.e. 1 second and L1/L2 (RACH-less) handover procedures. For L3 with long delay, UEs are forced to operate in weak signal quality for 33.3 meters during 1 second HO deactivation delay whereas for L1/L2 mobility the HO deactivation delay is much shorter enabling the UEs to switch earlier to the cell that has higher signal quality than the current serving cell. However, the throughput CDFs of L1/L2 mobility procedures are very similar to that of L3 mobility with shorter (more realistic and reasonable) HO deactivation delay as shown in Figure 2 (on the left part). If we focus on the cell edge UE throughput values in Figure 2 - right part (which are the 5th percentile values of the CDFs in Figure 1), L3 mobility with shorter HO deactivation delay results in even better performance than the L1/L2 mobility mechanisms.
Note that effective user throughput is measured as the net throughput over the air interface including effect of HARQ retransmissions, i.e., erroneous packets do not contribute to the bits received.
Observation 1: The throughput of L1/L2 centric mobility is similar to that of L3 mobility with realistic HO deactivation delay.
Observation 2: The handover de-activation delay of 1000 ms for L3 mobility is over-estimated and a reasonable estimate can be 220ms/250 ms: 20ms/50 ms (e.g. IIR L3 filtering delay) + 160 ms TTT + 40 ms  handover preparation.
Note that for L3 mobility, the network has always the option to set TTT duration to 0 and to de-configure L3 filtering which can reduce the handover de-activation delay to only 40 ms which is needed for handover preparation. However, TTT and L3 filtering are features which are introduced by RAN2 to minimize the number of unnecessary handover and ping-pong handovers as shown later in Figure 3.
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[bookmark: _Ref61867330]Figure 3 CDF of Effective User Throughput for the L1/L2 and L3 handover procedures
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Figure 2 Mean and Cell-edge Effective User Throughput for the L1/L2 and L3 handover procedures

Figure 3 presents the CDFs of the number of handovers per UE and the ping-pong handovers per UE per second. A ping-pong handover happens, for example, if cell A hands over a UE to cell B and cell B hands over the same UE back to cell A shorty after i.e. X duration. The duration of X is set to 1000 ms in our simulations. As expected, the shorter HO deactivation delay (lack of TTT, L3 IIR filtering) for L1/L2 mobility results in higher number of handovers and ping-pongs compared to L3 mobility. We do not observe even any ping-pong handover in L3 (long delay). The handovers can be triggered for L1/L2 mobility if L1-RSRP measurements of the non-serving cell beam is higher than the serving cell beams by HO margin whereas for L3 mobility the UE applies L3 filtering and waits for the A3 event to be met for TTT before sending the measurement report. As such, L3 mobility avoids the triggering of unnecessary handover as performed in L1/2 centric mobility.
Ping-pongs might not be relevant for intra-CU and intra-DU inter-cell mobility case as the signalling on F1-C and Xn interface is minimal/can be suppressed. However, ping-pongs would be a relevant metric for  inter-CU and/or inter-DU mobility cases as they can substantially increase signalling overhead. 
Observation 3: The numbers of handover and ping-pongs increase with L1/L2 centric mobility compared to L3 mobility mechanism which indicates that many handovers are triggered unnecessarily using L1/L2 centric mobility.
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Figure 3 CDF of number of handovers per UE and ping-pong handover for the L1/L2 and L3 handover procedures

Finally, in Figure 4 the average number of Radio Link Problems (RLPs – initiation of T310 timer) and the Beam failure Detections (BFDs) in 100 drops are presented. Note that, we have only 10 UEs (EVM [1] assumes even 1 UE) along the linear trajectory among 21 cells, which do not generate enough interference in the scenario to create mobility problems. However, it is clear that for L3 mobility with long (unreasonable) delay we have around 9 RLPs and 15 beam failures in each simulation/drop. Increasing the delay for L3 mobility forces UEs to connect with the serving cell even if the radio link quality suffers at the cell edge, which result in mobility problems.
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Figure 4 Average number of radio link problem and beam failure detection for L1/L2 and L3 mobility
Based on the following results, changing the serving cell based on L1 measurements does not seem to provide any advantage compared to L3 mobility mechanism. On the contrary, it can even worsen the mobility performance by increasing the number of unnecessary handovers and ping-pongs.
Observation 4: Changing the serving cell based on L1 measurements may increase the number of unnecessary handovers and ping-pongs without improving the mobility performance compared to L3 mobility.
A.4	Performance comparison of different handover procedures
1. [bookmark: _Ref54161672][bookmark: _Ref61857901][bookmark: _Ref174151459][bookmark: _Ref189809556]R1-2007151, R17 FeMIMO summary Item 1 EVM - final, Samsung, RAN1#102-e, August, 2020
S. Barbera et al., "Synchronized RACH-less handover solution for LTE heterogeneous networks," 2015 International Symposium on Wireless Communication Systems (ISWCS), 2015, pp. 755-759, doi: 10.1109/ISWCS.2015.7454451.
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