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1
Introduction
The Rel-16 WI NR_IAB introduces wireless relaying among RAN nodes to 5G. The WI objectives closely followed the recommendation by the study item on IAB for NR, which are defined in TR 38.874. The objectives aimed to support the following features:
· Multi-hop backhauling for flexible range extension for both FR1 and FR2.

· Topology adaptation including redundant connectivity to optimize backhauling performance and to respond to backhaul (BH) link failure.

· Mapping of UE bearers to backhaul RLC channels and QoS enforcement over backhaul RLC channels to meet E2E QoS requirements. 
· Scalability to a large number of UEs.

· Flexible deployment allowing IAB-node operation in EN-DC mode with EPC or in SA-mode with 5GC.
· Support for NR-NR DC from the UE and IAB-node perspective (see NOTE 1)
· Efficient operation for both inband and out-of-band relaying. 
· OTA synchronization across IAB topology.

· Support of Rel-15 UEs. 
2
Discussion
2.1
IAB architecture
IAB introduces the IAB-node and IAB-donor to 5G RAN. The IAB-node is the relaying node and supports access and backhauling via NR. The IAB-donor is the terminating node of NR backhauling on network side. It represents a gNB with additional functionality to support IAB. Backhauling can occur via a single hop or via multiple hops.

The IAB-node supports gNB-DU functionality to terminate the NR access interface to UEs and next-hop IAB-nodes, and to terminate the F1 protocol to the gNB-CU functionality on the IAB-donor. The gNB-DU functionality on the IAB-node is also referred to as IAB-DU.

In addition to the gNB-DU functionality, the IAB-node also supports a subset of the UE functionality referred to as IAB-MT, which includes, e.g., physical layer, layer-2, RRC and NAS functionality to connect to the gNB-DU of another IAB-node or the IAB-donor, to connect to the gNB-CU on the IAB-donor, and to the core network.

The IAB-MT can access the network using either SA mode or EN-DC. In EN-DC, the IAB-MT connects via E-UTRA to a MeNB, and the IAB-donor terminates X2-C as SgNB.

All IAB-nodes that are connected to an IAB-donor via one or multiple hops form a directed acyclic graph (DAG) topology with the IAB-donor as its root. In this DAG topology, the neighbour node of the IAB-DU or the IAB-donor-DU is referred to as child node and the neighbour node of the IAB-MT is referred to as parent node. The direction toward the child node is referred to as downstream while the direction toward the parent node is referred to as upstream. The IAB-donor performs centralized resource-, topology- and route management for the IAB topology.

2.2 
Backhaul transport

The F1 interface between IAB-DU and IAB-donor-CU uses the protocol stack and security protection defined in Rel-15. 
On the wireless backhaul, the Backhaul Adaptation Protocol (BAP) has been introduced, which is a L2 sub-layer that carries the IP layer for the F1 interface and enables routing over multiple hops. The IP layer can also be used for non-F1 traffic, such as OAM traffic.

On each backhaul link, the BAP PDUs are carried by BH RLC channels. Multiple BH RLC channels can be configured on each BH link to allow traffic prioritization and QoS enforcement. To support a large quantity of BH RLC channels on each BH link, e.g., for fine-granular QoS support, an extended logical channel ID (eLCID) has been introduced. 
The IAB-MT further establishes SRBs (carrying RRC and NAS) with the IAB-donor-CU. For IAB-nodes operating in ENDC, the IAB-MT also establishes one or more DRBs with the IAB-donor-CU, which can be used, e.g., to carry OAM traffic. These SRBs and DRBs are transported between the IAB-MT and its parent node over Uu access channel(s).

On the BAP sublayer, packets are routed based on the BAP routing ID, which is carried in the BAP header. The BAP routing ID consists of BAP address and BAP path ID, where the BAP address indicates the destination node of the packet on the BAP sublayer, and the BAP path ID indicates the routing path the packet should follow to this destination. 

The BAP sublayer further supports flow control in downstream direction, where the IAB-node sends feedback information on available buffer size to its parent node.

To reduce UL scheduling latency over multiple hops, the Pre-emptive BSR MAC CE has been introduced, which can be sent by the IAB-node to its parent-node based on expected rather than the buffered data.
For IAB-nodes using ENDC, backhauling is only supported via the NR link.
2.3
IAB-node integration 

A network integration procedure was defined for IAB-nodes. For IAB-nodes using SA mode, this procedure consists of three phases.
In phase 1, the IAB-MT selects a suitable parent node and connects to the network in the same manor as a UE including RRC connection setup with IAB-donor-CU, authentication with the core network, context management and bearer establishment. Prior to connection establishment, The IAB-MT determines if a parent node supports IAB based on an the IAB-support indicator broadcast in SIB1. The IAB-MT further indicates IAB capability to the network during the RRC connection setup. The IAB-donor-CU forwards this indicator to the core network which authorizes IAB operation in return.

In phase 2, the IAB-donor-CU configures BH RLC channels and the BAP sublayer to enable transport of the backhaul to the new IAB-node. Further, IP addresses can be allocated by RAN or OAM. These IP addresses are used by the IAB-DU for backhauling of F1 traffic. 
In phase 3, the IAB-DU is established using the Rel-15 F1 setup procedure. The IAB-node includes the BAP address it obtained via RRC in phase 2 into F1-C to indicate collocation of IAB-MT and IAB-DU to the IAB-donor-CU.

The network integration for IAB-nodes using ENDC uses a similar procedure. In phase 1, the IAB-node first connects to an eNB, which selects and adds the IAB-donor as a SN.
2.4 
Topology adaptation

The following procedures have been defined to allow the IAB network to dynamically change its topology under operation:
IAB-node migration procedure: This procedure allows the IAB-node to change its parent node underneath the same IAB-donor. The procedure is initiated by the IAB-donor-CU. It leverages handover for the IAB-MT using SA mode and the SN-change procedure for the IAB-MT using ENDC. The IAB-donor further configures BH RLC channels and updates the BAP sublayer so that backhauling can occur via the target path. F1 may be migrated to the new IP addresses that have been allocated to the IAB-DU, if any.
Topological redundancy procedure: This procedure enables the establishment and release of redundant paths in the IAB-topology underneath the same IAB-donor-CU. The procedure is initiated by the IAB-donor-CU. It leverages SN-addition for the IAB-MT using SA mode. The IAB-donor further configures BH RLC channels and updates the BAP sublayer so that backhauling can also occur over the SCG link. The IAB-donor can further configure multiple different routes on the BAP sublayer. This route redundancy may be used for IP multi-homing of F1-C to provide robustness. It may further be used for load balancing, where F1-U GTP tunnels are assigned to separate routes. The routes are configured by the IAB-donor-CU. For IAB-MT using ENDC, user plane traffic can only be exchanged via NR. F1-C, however, can be routed via NR and/or via LTE/X2.
Backhaul RLF recovery procedure: This procedure enables IAB-nodes in SA mode to migrate to another parent node underneath the same IAB-donor-CU, when the IAB-MT declares backhaul RLF. The procedure is initiated by the IAB-MT upon observation of BH RLF and uses RRC Connection Reestablishment. When RLF recovery fails, the IAB-MT may send an RLF indication to its child nodes, so that they can try to perform RLF recovery.
2.5
PHY-layer specifications 
The following physical layer procedures have been introduced for the support of IAB:

Over-the-air time synchronization: The IAB-nodes and IAB-donor-DUs within the IAB-topology are assumed to operate time-synchronized. The IAB-DU may use the downlink signal received by the collocated IAB-MT from a parent, as a reference to control its downlink timing using TA in conjunction with an additional Tdelta parameter signalled via MAC-CE

Inter node discovery: An IAB-node can be configured to transmit and receive SSB signals to discover neighbouring IAB-nodes. The configuration is expected to not create a conflict between the IAB-DU SSB transmissions and the SSB measurement windows configured for the collocated IAB-MT.

Random Access by IAB-MT: For IAB-MTs, a separate IAB-specific random access configuration can be provided in addition to the UEs’ random access configuration. The IAB-specific random access configuration may be obtained by extending the random access configurations defined for UEs via scaling the periodicity and/or offsetting the position of the RACH occasions.
IAB Resource configuration: The IAB-donor-CU can confine the resources used by the schedulers on an IAB-DU or IAB-donor-DU to account for multiplexing constraints among BH and access links in the IAB topology. The configuration assigns an attribute of Hard, Soft or Unavailable to each symbol of each serving cell. 

Scheduling can occur for symbols configured as Hard, whereas scheduling cannot occur, except for some special cases, for symbols configured as Unavailable. For symbols configured as Soft, scheduling can occur conditionally based on explicit or implicit indication by the parent node. Explicit indication refers to signalling by the parent node to the collocated IAB-MT via PDCCH, which explicitly permits the usage of a designated Soft resource. Implicit indication refers to the autonomous determination whether a Soft resource can be used by the IAB-DU without creating a conflict for the collocated IAB-MT to follow its parent’s scheduling commands.

2.6
 RF and RRM requirements

RAN4 decided to define following RRM requirements for IAB-MT nodes:

RRC Connected State mobility: The random access requirements of IAB-MTs were agreed to be same as those of UEs. For defining RRC re-establishment and RRC release with redirection requirements of IAB-MTs, RAN4 used the same requirements of UEs as a starting framework and then modified these further to accommodate higher periodicity of SMTC windows in IAB nodes.

Timing: The transmit timing and timing adjust requirements of IAB-MTs are same as those of UE requirements. The cell phase synchronization accuracy requirement of IAB-DUs is same as that for Rel-15 gNBs. 

Signalling Characteristics: RAN4 agreed to define radio link monitoring, beam failure detection and candidate beam detection requirements for IAB-MTs. To define these requirements, RAN4 used the same requirements for Rel-15 UEs as a starting framework and then relaxed some of the evaluation periods by additional scaling factors because IAB-MTs are static nodes. 
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