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1. Introduction
This is an email discussion for R17 proposal on slicing. In this email discussion, we classify companies’ proposals on slicing in RAN#84 into several key issues. Each issue is justified by use cases and objectives. Companies are invited to share views on these issues. If some of the issues can be identified, these issues can be addressed in R17 study item.

Email discussion on R17 proposals on slicing 
Intended outcome: Email discussion report for RAN#85
Deadline: Monday 2019-09-02

Then moderator will formulate a summary based on discussion and share it on reflector before 2019-09-09 for companies to check. 
2. Discussion on proposed key issues for R17 SI on slicing
Slicing related contributions in RAN#84:                          *CU : China Unicom
RP-191209(CMCC)	Motivation for study on enhancement of RAN slicing
RP-191210(CMCC)	New SI proposal: Study on enhancement of RAN Slicing
RP-191467(KDDI)	Release 17 Focus Area_x00B_RAN aspect of E2E NW Slicing
RP-191332(CU*)		Motivation for study on enhancement of RAN support of network slicing
RP-191333(CU*)		New SID: Study on enhancement of RAN support of network slicing
RP-190974(AT&T)	Key Initiatives for Rel. 17
RP-190968(LGU+)	LG Uplus views on Rel-17
Please point out if I missed any Tdoc.

Here are some key issues which are proposed to be studied for R17 in above contributions in RAN#84. If any key point is missing, companies are welcomed to add/modify in the main body.

Issue 1: Fast access to the intended slice 
Reference: RP-191209, RP-191210, RP-191332, RP-191333

Use case:
Operator may couple carrier/frequency with slices, e.g. deploying voice and eMBB slices on 2.6GHz, while deploying URLLC slices on 4.9GHz, as shown in figure 1. 
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Figure 1 
For 2.6GHz, considering the co-existence with existing LTE system, the NR TDD configuration should be aligned with LTE, so it is more suitable for voice and eMBB service. For 4.9GHz, there is no co-existence issue since it is NR new band, so it is more suitable to support URLLC services with low latency. This is the main reason why operators would like to deploy different slices on different carrier/frequency.
Considering one UE may support multiple slices and network side has no idea which slice the UE intends to initiate later, configuring UE with dedicated frequency priority cannot address this issue.
According to current specification, UE will initiate any service on the camping cell. A typical scenario here given is while an idle mode UE is currently camping on 2.6GHz carrier for voice and eMBB service, and the UE initiates URLLC service, UE can only perform access on 2.6GHz. Then the network has to either handover UE to 4.9GHz for URLLC service or reject/redirect the UE. Such procedures may cause access delays.

Objective:
· Study mechanisms to enable device awareness of RAN support of network slice [RAN2]
· Study mechanisms to enable UE fast access to the slice available RAN node (not the camping cell). [RAN2, RAN3]

Q1: Companies are invited to share views on this use case and objective
	Company
	Comments

	KDDI
	· We support the proposal. Different network slices on different frequencies is beneficial as one of Flexbile deployment as well as Issue 3. As other companies commented, we think it is considered together with Issue 4.
· FDD is requested to be included in this consideration. 
· Apart from the situation described in the issue, there be several different cases possible to occur where UE’s need to switch the connection to neighbouring BS to have access to URLLC service.  Issue 2, case 1 and 2, can be the example.  
· In the first bullet in Objective, are types of available slices included in the information notified to UEs?  
CMCC(moderator): Yes. RAN needs to broadcast or unicast supported slices to UE.

	ZTE
	In addition to frequency, it is also costly to provide specific slicing services (e.g. URLLC) throughout the whole network. Hence it is beneficial to make UE to know supported slice by network to enable fast access of specific slice services.

	vivo
	Agree to have both objective bullets in the study item

	Xiaomi
	Currently, slice is provided per TAI. To better support the use case, it is better to have smaller granularity, e.g. per cell. Regarding the solution, we don’t think access different cells (other than camping cell) for different slices is a good idea, it puts too much burden on the UE. The direction we can consider is slice based reselection.
CMCC(moderator): Reselection can be one of the candidate solutions to achieve fast access to the slice available cell. The solutions can be left to SI phase. 

	OPPO
	We agree that different frequency/carrier will have different slices, and consider current two objectives could be considered; in addition to those, we also consider different frequency/carrier may have different priority for those slices, and propose to also add considering slice priority in the objective.

	Futurewei
	We also see the need of supporting the deployment of different network slices on different frequencies. Since the intent is to let UE know a particular network slice is available on a frequency/cell, not a general indication of RAN support of network slice, which is already in R15, it may be better to make the 1st bullet more specific: -	Study mechanisms to enable device awareness of RAN support of a network slice on a particular frequency/cell.
We also support the intention of 2nd bullet, and think it may be made more clear if it is combined into and considered together with the first 2 bullets in Issue 4: Connection control.
CMCC(moderator): Agree with your proposal.

	CATT
	We agree to have these two bullets in the study item.
We suggest that remove the “(not the camping cell)” in the bullet 2. We need consider that the slice may switch on-off base on service providing time block. The UE may access the slice in the camping cell when the service switch on.
CMCC(moderator): OK

	Huawei
	We support the proposed objectives. 
For idle mode UEs, if the UE is allowed to camp and stay on the cell which supports this UE’s slices, it can potentially reduce the number of unnecessary cell reselection procedures. Or alternatively, if the UE camping on one cell can have fast connection to the cell which supports its slices, this also helps to improve the performance.
For connected mode UEs, if the network can be aware of UE slice preference either from the CN or the UE, the network can handover or redirect the UE to the cell where the slice is available. 

	Nokia
	Changing the registration area to cell level needs SA2 study, i.e. system level analysis. Appropriate configuration in the operator network may solve this issue.
CMCC(moderator): Changing RA or TA is not for issue 1 but for issue 3.

	AT&T
	We support the proposal. Different network slices on different frequencies is beneficial. 

	BT
	We also agree to have these two bullets in the study item.

	QC
	We agree with the deployment scenario and agree with the need of studying solutions for it in 3GPP. The two objectives are fine as part of the study. 
We do not see a need to change the registration area to have finer granularity as that will lead to backwards compatibility issues.

	LG Uplus
	-Generally we support the two bullets.
-We also support NR FDD case in consideration as KDDI mentioned.
-As Futurewei said, fast access related topic can be discussed with the Issue 4.
-As Nokia indicated, how detailed we should study/define in the specification and which one can be the out of the scope(implementation) can be discussed among configurable aspects.

	Intel
	In Rel-15, dedicated frequency priority is set according to the slices supported by the UE. If URLLC is supported by the UE, it will set higher priority for the frequency which support URLLC than the frequency that support only eMBB and voice.  It is our understanding that the frequency that support URLLC will also support eMBB and voice. Taking the example above, UE that supports URLLC will camp on the 4.9GHz whenever it is available and only camp on 2.6GHz when UE is not in the coverage of 4.9GHz. For UE that supports only eMBB and voice, it will not camp on the 4.9GHz as long as UE is in the 2.6GHz.
The only case not covered by the existing mechanism is that the network would prefer the UE to camp on the 2.6GHz coverage for eMBB and voice even though the UE supports URLLC services when the UE is also in 4.9GHz coverage. Only when the UE initiaties the URLLC services that the UE autonomously switches to the 4.9GHz coverage. However this will require the UE to keep track of both frequency and switch to 4.9 when URLLC services are initiated. This does not seem to align with the existing cell reselection mechanism and will require changing the frequency prioritisation at that time. This may be too slow to meet the URLLC requirement.
One question we have is what is the meaning of initiating the URLLC services? Is it the PDU session starting or at the point of the data transmission?
CMCC(moderator): Yes, the use case you mentioned in second paragraph is exactly the use case for issue 1 and also the key deployment scenario for some operators. As for the delay to response URLLC service, we suppose we will work out a low latency solution in SI phase.
The meaning of initiating the URLLC services, I think, including URLLC MO data, receiving paging for URLLC service. The detail can be discussed in SI phase.

	TI
	We also agree to introduce UE awareness of RAN support of a network slice on a particular frequency/cell but, since multiple slices can coexist on a single frequency/cell, we think that priority of each slice should also be included.
Furthermore, we think it will be beneficial to introduce fast access mechanisms to a cell hosting specific slice(s) when a UE requires to access that(those) slice(s) while camped on a cell not offering that(those) slice(s).

	Ericsson
	We think this scenario needs to be clarified more. The possibility to support different slices on different frequencies is already supported from Rel-15.  The network (AMF, RAN) is aware of which slices the UE is connected to (based on active PDU sessions) as well as information which slice the UE can connect to (e.g. allowed NSSAI). With this knowledge the network can define a suitable RAT/frequency camping strategy in IDLE/INACTIVE (using existing mechanism such as RFSP index (38.413) and IDLE/INACTIVE cell reselection priorities (38.331)) so that for example a UE which is allowed to access the URLLC slice prioritizes the URLLC bands. 
It could be technically possible to define solutions in Rel-17 where the UE can monitor or camp on multiple band having the possibility to perform selective access to a band depending on the slice to be used at a given moment. In our view however this will most likely have a negative impact on either the access latency and/or UE battery consumption, and therefore needs to be considered carefully.  

	China Telecom
	We agree the two objective bullets.
We support to use different frequencies to deploy different slicing based on the characteristic of services. UE needs to be aware of that and access to the slice available RAN node.

	Vodafone
	Agree with Ericsson. 

	Verizon
	The admission control, acquisition and initial transmission shall be considered

	Dish Network
	Device awareness of RAN support of different network slices should be studied to enable fast access to the desired slices . Different slices may be supported on different frequencies if mixed numerology is not deployed. Placement of DUs and CU-UPs, MEC servers in the Network may also dictate the choice of slice. For instance, URLLC slices may be provided only when DUs and CU-UPs are placed close to the edge. NR FDD bands should also be considered in the study.

	CMCC
	We support the objectives. We comfirm the use case in issue 1. In our network, 2.6GHz is the LTE refarming band, which the TDD configuration needs to be aligned with LTE UL/DL configurations. So it is more suitable for 2.6GHz to deploy voice and eMBB. However, 4.9GHz is new NR band, and no legacy LTE system deployment, it can be configured more flexbile and more suitable for URLLC service. 
Hence, operator may deploy different slices on different carrier frequency, and meanwhile UE may support multiple slices, to enable UE awareness of network slice and fast access to the slice available RAN node are beneficial.
And the objectives are not limited to the example bands and use cases. It should be band agnostic and accommodate different deployment scenarios from operators.

	Deutsche Telekom
	A mapping of slices to preferred or dedicated frequency bands/carriers is definitely an important topic, but as already stated by Ericsson corresponding strategies for UEs can already been implemented based on Rel-15 specifications. 
To keep UEs with delay-critical services (may be related to a certain slice) camped on dedicated cells makes sense from the perpective of fast access. But with respect to overall usablibility, also other factors have to be considered (further slices/services to be supported by the UE, …).
Issue 4 also addresses access control and should be considered together with Issue 1.

	Samsung
	The objective is agreeable. Generally it is good to support more efficient slice-based reselection. While since the expected solutions result in a UE burden, we think it is better to first identify if Rel-15 can sufficiently cover the issue and consider together with issue 4.

	LGE
	Agree with Ericsson and Vodofone. Further enhancement should be clarified. 



Issue 2: Service continuity 
Reference: RP-191209, RP-191210, RP-191332, RP-191333, RP-190968

Use case:
Case 1: In network congestion situation, GBR services are rejected or released if the QoS requirement cannot be met, which will cause service interruption. But if the QoS requirement is allowed to degrade a little, the service interruption is avoided.
Case 2: During handover, target gNB may not support ongoing slice of the UE. In current spec, target gNB will reject unsupported slices, which affect service continuity. High priority network slice services are interrupted when UE leaves its network slice coverage.
Case 3: For handover between NSA and SA, or inter-system handover, e.g. between SA 5GS and EN-DC, it is required to ensure the service continuity at least for high priority network slices.

Objective:
· Study mechanisms to support service continuity [RAN2, RAN3], e.g. 
· For network congestion situation, study QoS degradation mechanisms for GBR services.
· [bookmark: _Hlk18596311]For intra-RAT handover service interruption, e.g. target gNB doesn’t support the UE’s ongoing slice, study slice re-mapping, fallback, and data forwarding procedures
· To study the use cases of service continuity when the UE handovers between NSA and SA, or inter-system handover, e.g. between standalone 5GS and EN-DC. 
· To specify the service continuity mechanisms for the above identified use cases. 
Cooperation with SA working group may be needed for these objectives.

Q2: Companies are invited to share views on this use case and objective
	Company
	Comments

	KDDI
	The QoS degradation mechanisms and service continuity in handover are important features to gurantee E2E SLA.  QoS degradation requires further study on the types of use cases that are assumed.  
Relation with 5QI/QCI should be coordinated.  

	ZTE
	Slice re-mapping can be considered when UE moves across boundary of slice coverage. Coordination with SA2 is necessary, for slice re-mapping feature heavily depends on SA2’s decision. 

	Vivo
	The first bullet is not specific slicing issue.
For the second and third bullets are related to slicing issue. But the third may require SA involvement.
We prefer to focus on second and third bullets.

	Xiaomi
	In our understanding, this falls into SA2 scope

	OPPO
	We are also considering this objective should be started from SA2 firstly.

	Futurewei
	The first bullet doesn’t seem very pertinent to the RAN support of network slice.
We understand the rest of the bullets intend to support the service continuity as UE moves through a network with non-uniform (or flexible) deployment of a network slice in various areas (i.e., the availability of a network slice varies at cells/frequencies). The actual wording of those objectives can be further fine-tuned. 

	CATT
	We agree to have the second bullet in study item. But as above company mentioned, RAN should coordinate with SA2 to have one completely solution. 
For other bullets, they could be studied in the related topic.

	Huawei
	We in general support this objective. 
1. For QoS degradation of GBR services, we agree this is a valid case while we are not sure whether it has further slice specific standards impact, given that similar mechanism has been agreed in NR V2X interaction between CN and RAN on initial and candidate QoS profiles. 
1. For service continuity for intra-RAT handover, we see the benefits to continue to serve the high priority network slice services even if the target node does not support the same slice. 
1. For service continuity for inter-system handover, or between NSA and SA, is the intention to do QoS re-mapping or slicing-mapping for EPC to 5GC handover as EPC does not support slicing? Perhaps there is a need to study a bit on how to coordinate between MN and SN for data transmission for different slices

	Nokia
	O1: This is not a topic for network slicing, but QoS. The related discussion is still ongoing as part of QoS degradation in Rel16. Solution should become available.
O2: This should be handled in SA2. It should be noted that this was discussed already in Rel15, but not agreed.
O3: It needs to clarify “service continuity”. Continuity is already possible.

	AT&T
	QoS degradation may be discussed in another agenda item. Service continuity between NSA and SA might need collaboration with SA group

	BT
	We agree to include all the bullets in the study item, especially important will be the third bullet to support service continuity, perhaps also to 4G.

	QC
	As Nokia mentioned, case 1 will be resolved in R16. 
Case 2 and 3 are in SA2 scope.

	LG Uplus
	For the third bullet, it seems not clear since for EN-DC which will not support NW slicing as its core is EPC. Like other companies said it can be 5QI-QCI mapping consideration depending on the situation. 

	Intel
	A slice is tied to a PDU session, and we already agreed that NG-RAN supports QoS differentiation within a slice. We can study QoS degradation mechanisms for GBR services within a PDU session.
In Rel-15, during HO across different RAs, only PDU Session removal of non-supported slices was supported by SA2, given that anyway Mobility Registration Update is required after HO where slices supported in new RA between UE, RAN, and CN can be re-aligned. As slice remapping during HO requires slice re-alignment across UE/RAN/CN, we think that it should be first discussed in SA2.
And what is the exact meaning of “fallback” here?

	TI
	We prefer to initially focus on at least 
· intra-RAT handover service interruption, e.g. target gNB doesn’t support the UE’s ongoing slice, study slice re-mapping, fallback, and data forwarding procedures  since network slicing is in the context of NG-RAN, we think that the scope of the WI should also take E-UTRA into account, not only NR
· To study the use cases of service continuity when the UE handovers between NSA and SA, or inter-system handover, e.g. between standalone 5GS and EN-DC  we have concerns on the inter-system case: in our understanding, network slicing is a feature which can be realized when 5GC is available, hence we should only consider handover cases involving architecture options requiring 5GC (both SA and NSA)

	Ericsson
	We agree with Nokia that the first issues seems to be more QoS related and should be handled separately from Network Slicing enhancements.  For O2-3 we are positive to study improvements slice re-mapping, fallback etc. which were left out of Rel-15/16. We think however this should be driven from SA2. 


	China Telecom
	We think it needs SA coordination to solve the service continuity problem.

	Vodafone
	Case 1: Release 16 V2X Uu Alternative QoS Profiles seems likely to solve the listed GBR QoS issue.
Case 2: the slice has been configured incorrectly. 
Case 3: This just seems to require correct slice configuration and appropriate use of existing QoS parameters.

	Dish Network
	Service continuity for a high priority slice should be studied during intra RAT handover. RAN2 should work with SA2 for the remapping procedures. 

	CMCC
	We support the objectives.
O1: We agree QoS degradation is not slice specific issue. However, supporting QoS degradation is beneficial for the slice when target gNB cannot guarantee the GBR service, comparing with simply releasing the GBR serive. 
O2: We support the objective regarding service continutity during intra-RAT handover. Especially for some high priority slice services, if there is no coverage for the carrier frequency supporting such slice, the service will be interrupted and cannot keep the service continuity. Coordination with SA2 is needed.
O3: Regarding the objective regarding service continuity during handover between NSA and SA,the impact on RAN is not clear. 

	Deutsche Telekom
	Case 1 relates to a general QoS handling and is not slice-specific (as long as there is no 1:1 mapping between slice and service/QoS flow). Note that there is already an ongoing WI on QoS for V2X with alternative QoS profiles for GBR which would allow “graceful degradation” within a certain range as long as the application is supporting that. 
Case 2: Slice-specific HO optimisation is strongly related to the use cases supported. E.g. for slices restricted to a certain area (e.g. an enterprise campus) it does not make sense to allow service continutation outside that area, whereas for slices with broader coverage some remappng or fallback procedures would have benefits. Please note that mobility related aspects are also covered in Issue 4.
Case 3: Involvement of SA2 is certainly needed. Is there the intention to use a mapping between S-NSSAI and ARPI for slice identification in case of HO between NSA and SA? 

	Samsung
	Case 1 is related to QoS control rather than slicing enhancement. 
We are positive to study case 2, co-working with SA2.
Case 3: for generally scenarios, inter-system mobility continuity is already supported. If current solution can not cover all deployment scenarios, need to clarify the scenarios and probably it is more SA2 related.

	LGE
	Alternative QoS profile was introduced for GBR services in Rel-16. It can be a solution for that on issue 1. 
On Issue 2, it was discussed in Rel-15 in SA2 and agreed not to go for it. So this should be discussed first in SA2. 
Issue 3 is a general issue on service continutity, it has not tight relation with slice. It should also be discussed in SA2 first since the change of CN is involved. 



Issue 3: Flexible deployment 
Reference: RP-191209, RP-191210, RP-191332, RP-191333]

Use case:
In R15, there is a restriction that ‘the slice availability does not change within the UE’s registration area’. This restriction imposes constrains on RAN slice deployment for operators: All the cells that belongs to one TA should support the same lists of slices and moreover, the adjacent cells may belong to different RAs for a UE due to the distinct slicing support. This study item aims to study the feasibility to relax that deployment restriction.
In addition, network slices with different business types have different deployment ranges requirements. For example, industrial slices may only be applicable in a few cells, while game slices may be supported in the whole network.
In NSA, it is expected that the MN and SN can support different network slices with flexible deployment.
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Figure 3
Objective: 
· To enable on-demand and dynamic deployment of diverse and different network slices [RAN2, RAN3], e.g. 
· Study the feasibility to relax the Rel-15 principle of “the slice availability does not change within the UE’s registration area”, coordination with SA2 may be needed.
· Smaller granularity slice deployment in addition of current TA level deployment.
· The support of flexible dual connectivity in which the MN and the SN support different network slices.

Q3: Companies are invited to share views on this use case and objective
	Company
	Comments

	KDDI
	As in Issue 2, degradation is up to the types of Slice (QoS) required by use cases.  
We support the flexible deployment with smaller guranularity to relax the  restriction in the current specification of slicing support.  Smaller granularity is also dependable to use cases, which should be clarified by SA2.  

	ZTE
	We understand the intention. However It is important for RAN and SA coordinate on the topic at first stage.

	Vivo
	Agree to have these objective bullets in the study item

	Xiaomi
	We support to have a finer granularity.

	OPPO
	We also support to have a finer granularity, and also consider RAN and SA coordination is needed.

	Futurewei
	We support the intent of flexible deployment of a network slice in RAN, and agree this needs to be coordinated with SA working groups.
To us, flexible deployment of network slices in RAN is the fundamental purpose of this R17 proposal, that inspires works on UE awareness of a network slice, access/connection control, and service continuity.

	CATT
	We also support the intent of flexible deployment of a network slice in RAN. 
The support of flexible dual connectivity in which the MN and the SN support different network slices could be consderated with issue 1 and included in Study Item.

	Huawei
	We agree that the restriction in Rel-15 of slicing support within a TA needs to be relaxed, which seems not so realistic in live deployment. 
For flexible slice support for MR-DC dual connectivity, we agree this can be studied so as to allow the MN and SN can support different slices. For example, for those slices with limited small coverage, they can be served by the SN only. While for slices with large coverage, they can be supported by the MN and SN simultaneously.

	Nokia
	O1: This should be handled in SA2.
O2: This should be handled in SA2.
O3: C-plane is connected to Master node. Network slice is to slice “a network”, so it is not appropriate to focus on U-plane entity only. It is also possible to support this requirement by appropriate configuration. Therefore, we don’t see any need on standardization work.

	AT&T
	Objective 1 and objective 2 seem to have commonality with issue 1. 
In general we support having more flexible deployment of network slices across finer granularity, and different slices supported by MN and SN

	BT
	We support the intent of flexible deployment of a network slice in RAN.

	QC
	O1: Agree with Nokia, this should be handled in SA2. 
O2: Agree with Nokia, this should be handled in SA2.
O3: We think DC is a valid solution to the use case in Q1 where a UE supports DC across 2.6 GHz and 4.9 GHz where the DC is activated when the UE is using the URLLC slice. Changes (if any) to support this should be considered.

	LG Uplus
	The intention is understood. For the first bullet point, what was the motivation behind the Rel-15 specification is defined in that way? In general from operator point of view, having flexible tool can be good but wondering what was the original motivation in Rel-15 spec and appropriate use cases. 

	Intel
	The restriction was introduced by SA2 and thus it will need to first discuss in SA2 why the restriction is imposed (e.g. the negotiation of the slice supported network is done per TA). Relaxing the restriction will also increase the TAU signalling.
Smaller granularity slice deployment in addition of current TA level deployment applies CAG concept. With the example, the industrial slices are accessible only on a few CAG cells, while other slices are accessible over the whole PLMN.

	TI
	We agree on having mechanisms for improving the NG-RAN slice availability/deployment with respect to the fact that slice availability does not change within the UE’s registration area which, as also stated by Huawei, is far away from a live network.
On the support of network slicing in MR-DC (with 5GC only) we see some benefit expecially for extending the service coverage of a slice, not so much if we want to have some slices on the MN and others on the SN (it could be difficult to properly handle C-plane aspects for those slices deployed on the SN, as the C-plane is always on the MN).

	Ericsson
	We think that the current Rel-15 solution support flexible slice deployment and fine slice granularity (e.g. down to a single cell or frequency), since it is allowed to support TAs which only covers a single cell or frequency. Small TAs should not have a negative impact on the signalling load since UE registration areas can be configured with multiple TAs (using a TA list). So it is only UEs which are connected to the local slice that needs to be configured with small Registration Areas so that these UEs perform a Registration Area Update when they leave the local slice. UEs which are not connected to the local slice can still be assigned a large Registration Area using the TA list concept. Most likely the management of UE registration areas will be automated.
Changing the principle of consistent service/slice support within a UE registration area would be a much more complicated way of supporting the same functionality since it will increase the overall system complexity, require more configuration effort e.g. to broadcast NSSAI and have a negative impact on network management and possible end user experience. 
We also agree with Nokia that this is an SA2 topic.

	China Telecom
	We agree to study these objective bullets.
Smaller slicing granularity deployment is the fundermental of flexibile deployment. 

	Vodafone
	The R15 restriction is there because it is needed for idle mode mobility support. 
To allow each gNB to support slices independently just requires the gNBs to be in different Tracking Areas, and the AMF to allocate accurate (based on slice support as well as UE mobility) TA LISTS to the UE. There might be a need to increase the number of TAs that can be sent in one TAI List to a UE. This would be just a stage 3 issue for CT 1.

	Verizon
	This issue should be worked together with issue#2 to ensure service continuinity within the slice service area, and smooth transmission or end of the service at the boundary

	Dish Network
	Release 15 restriction of the slice availability to not change within the UE’s registration area should be relaxed. Deployments may have only few cells in a TA specific to URLLC.

	CMCC
	We support the objectives. 
Frequent TAU may be required after handover with the restriction of ‘the slice availability does not change within the UE’s registration area’.
For MR-DC, we support to study the impact on allowing the MN and SN supporting different slices. Since in some use cases, MN and SN with different frequency carriers may support different slice simultaneously. 
Coordination with SA2 may be needed.

	Deutsche Telekom
	Studying the relaxation of current granularity for slice deployment makes sense, but it should be triggered/coordinated by SA2 (and SA1 w.r.t. use cases?). 
We don’t see a dedicated use case for flexible DC in which MN and SN support different network slices.

	Samsung
	For the objective 1 and 2: currently, network slice, AMF set configuration and RA management are tightly coupled. So to support smaller granularity for slicing than RA, system architecture (with slice definition) and some procedures may need to be changed, which need to be discussed in SA2.
For the objective 3, decoupling MN/SN with different slices may impact the slice-session relationship, currently, different slice should have separated PDU session. The objective also needs to be discussed in SA2.

	LGE
	In Rel-15, the restriction was introduced in SA2 from high level architecture point of view, so if enhancement is needed SA2 should handle this issue first. 
On the DC case, it is questionable that the UP of MN and SN belong to different slices, while the CP may not since all signallings go through MN to MME. The use case should also be clarified.  



Issue 4: Connection control 
Reference: RP-191332, RP-191333, RP-190968

Use cases:
In congestion situation, there is a need for prioritization between different slices.

Objective:
· Support of slice-specific connection management and control [RAN2, RAN3], e.g.
· Slice-specific idle and inactive UE access, e.g., paging, cell (re)selection, RACH configuration, access control, etc.
· Slice-aware protocol layer configuration, data path, mobility and multi-layer connection hierarchy, etc.
· Support of multicast service, e.g. support different slice type in MBMS/ SC-PTM.
Q4: Companies are invited to share views on this use case and objective
	Company
	Comments

	KDDI
	We support Connection control to fulfil different requirement for Different slices. This issue may be solved with the solution of Issue 1 and it is considered together with Issue 1.
It is desirable Cell information of Slices is notified by BSs, however, the increase of information in paging etc. needs to be considered.  
Please elaborate the description of “Slice-specific idle and inactive UE access”.

	ZTE
	Slice specific access control need take resource efficiency into account. And it is not crystal clear what does slice specific configuration considering radio configuration has already taken QoS parameter into account.

	vivo
	Agree with KDDI and ZTE, more elaboration would be useful.

	Xiaomi
	We support to have slice specific RACH procedure and access control, as it gives RAN more dimension to finer control slices.

	OPPO
	We don’t have strong position for this, however, would like to understand more about the intention to have slice-based protocol optimization.

	Futurewei
	As commented in Issue 1, we think fast access part can be merged in here. Our understanding is that different network slices can have different needs of radio resource configuration, and a slice-tailored reconfiguration can help expedite access/connection setup and reduce signaling overhead.  Something similar to what is being done for “Optimisations on UE radio capability signaling” may be studied for slice-based reconfiguration.

	CATT
	We support include the bullet1 in study item. May have more description about this issue and the issue 1 fast access. In my understanding, in issue 1, it should be how to access from service view. In this issue, it more focuses on congestion view.
We don’t understand clearly what the intention about the bullet 2
For bullet 3, it could be move to MBMS SI

	Huawei
	For the first sub-bullet, we agree it makes sense to consider slice-specific access like paging and RACH parameters configuration to fulfil specific slice requirements and reduce congestion impact in between slices. 
For the second sub-bullet, we agree this needs to be studied. It is worth considering to simplify the configuration from slice-specific level for UEs using same slice to access and to have data transmission, as most likely they would have same service requirement. This is helpful to reduce RRC signalling overhead. 
For the third sub-bullet, in our view this email discussion addresses the generic requirement to enhance support of network slicing. While for a specific slicing, the detailed discussion for this specific slicing is better to be included into the relevant working area. Multicast has already had a working area.

	Nokia
	S-NSSAI inclusion in paging was discussed before, but not agreed. OAM solution can achieve this. Prioritization for this purpose needs more jusitificaiton.

	AT&T
	There are some commonalities between this issue and issue 1. The two issues can be merged.

	BT
	We support the study of prioritizing different slices in congested situations. In particular, we like to propose the study of offering a guaranteed radio resources for a “premium” slice (pooled between users of that slice) over others.

	QC
	The first bullet was discussed more or less by RAN2/RAN3. More justification is needed to revisit these topics.
The second bullet can be supported by existing QoS flow level mechanisms. 
The third bullet should be discussed in 5G broadcast/multicast WI, if needed.

	LG Uplus
	Not strong opinion on this except the first/second bullets can be discussed with Issue 1

	Intel
	This has been discussed extensively in Rel-15 and some of these have been incorporated, e.g. the slice is embedded in UAC via operator defined access category.  For cell (re)selection, this is related to the Q1.
As for the support of multicast service, it can be introduced at the same time as when MBMS/SC-PTM is introduced for NR.

	TI
	No strong view on the third bullet (Support of multicast service, e.g. support different slice type in MBMS/ SC-PTM). However we are fine to have slice-specific connection control procedures, especially for cell (re)selection which could be “slice-oriented” only after current slice availability/deployment burdens have been relaxed (i.e. Issue 3 is properly addressed) and slice priority being properly taken into account. What is currently under specification in the context of support of non-public networks in NG-RAN might be taken into consideration (mainly the PNI-NPN case).

	Ericsson
	We think this issue requires further motivation, including detailed use case description etc. In the Rel-15 solution it is already possible to support various methods for slice prioritization (e.g. slice specific access control) and slice specific configuration in the network implement/configuration. More discussion is needed on if there is any missing pieces in the standard.

	China Telecom
	We agree to study these objective bullets in study item.

	Vodafone
	The first objective seems to be covered by issue 1.
For the second and 3rd objectives, the existing information sent “after RRC establishment message 5” from the CN to the RAN seems to be sufficient.

	Verizon
	Slice specific radio resource control, beam and mobility management

	CMCC
	O1: Slice specific paging and cell reselection can be considered in issue 1. We support slice specific RACH configuration so as to provide flexible RACH configuration for differet slices. In Rel-15, slice specific access control is already supported through unified access control. We are not sure whether additional access control mechanism is needed.
O2: Mobility related aspects can be considered together with issue 2.
O3: Another Rel-17 working area already covers MBMS.

	China Unicom
	For the first sub-bullet, under emergency and congestion scenarios, network can guarantee high priority users based on slice control. Especially, by setting slice-specifc configration, network can flexibly control UEs to select access resources and radio resources.
For the second sub-bullet, the configuration parameters are cell-specific or UE-specific or RB-specific. To introduce some slice-specific parameters can help reduce the signalling overhead. 

	Deutsche Telekom
	Issue 4 addresses a mixture of different topics. Especially the 3rd bullet on multicast services is not directly related to slicing.
Slice-specific connection management & control with possible prioritization of certain slices against others, e.g. in RACH, is certainly an interesting topic, but some features addressed in the description were already discussed in Rel-15 and others are not directly related to congestion. Issue 4 seems to be strongly coupled with Issue 1 and Issue 7 and should be handled together. 
More clarification is required w.r.t. some proposed topics, e.g. protocol layer configuration (use of different functions/parameters in protocol stack layers according to slice type?) or multi-layer connection hierarchy (layer = protocol layer, frequency layer, …?).

	Samsung
	Objective 1: may be covered by issue 1. At least, we need not enhance the access control because the operator-defined AC can be easily used for Slices.
Objective 2: firstly need to see if Rel-15 mechanism already sufficient to handle each slice traffic separately.
Objective 3: more clarification is needed or could be discussed in Rel-17 MBMS.

	LGE
	As mentioned above by other companies, Rel-15 mechanism can already work on issue 1 and 2. Further clarification is necassay on the enhancement. On issue 3, it can be discussed in MBMS item.


Issue 5: Architecture enhancement 
Reference: RP-190974

Use cases:
· Private networks are increasingly becoming the preferred option for many enterprise solution, as shown in figure 5-1:
· Need to keep the user plane data in the premise (security) (e.g. local breakout)
· Requires heavy infrastructure deployment as private networks require full gNBon premise (e.g. a full CU and DU)
· Only DU’s or Local Manager deployed in the enterprise
· CU deployed outside the enterprise
· Common CU and core for private and public networks
· PC5 interface can be used to allow for local breakout inside of the RAN
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Figure 5-1
· Latency requirements of URLLC and eMBB can imply the deployed architecture can be different, as shown in figure 5-2:
· It’s not desirable to have different network deployment for URLLC and eMBB
· Need to support different RAN architecture on the same HW via RAN slicing
[image: ]
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Figure 5-2

Objective:
· Study RAN enhancements to allow for local breakout within the RAN:
· Study RAN enhancements for URLLC deployment

Q5: Companies are invited to share views on this use case and objective
	Company
	Comments

	KDDI
	Need to consider the scope in order not to overwrap with those of IIoT, URLLC nor Sidelink.  
While URLLC deployment in Objective can be realised by virtualization based implementation, what are the assumed items for standardisation?  
As UPF not in Figure 5-1, please clarify the definition of “Local Breakout” .  
We support the revised objectives by AT&T. In addition to the Function split in the current specification, we need to study enhances to support multiple different slices/services for different type of traffics (e.g., URLLC and eMBB) on the same HW. It is beneficial to relax network deployment restrictions, consequently network bandwidth and latecy.

	ZTE
	Local breakout inside RAN seems not related to slice enhancement. And further clarification is needed for 2nd objective. 

	Vivo
	Agree with KDDI, we should avoid overlapping work with existing working area. We think some background works should first be discussed in corresponding working area. Then we can evaluate if there is any issues/enhancement for slicing.

	Xiaomi
	Local breakout inside RAN looks complicated, we prefer not to go this way.
The RAN architecture heavily rely on the fronthaul latency as well as bandwidth. If the fronthaul latency is not ideal, it is not be able to support lower layer split. If the fronthaul latency is ideal, and if fronthaul bandwidth is limited, CU/DU split from higher layer can help to reduce the bandwidth requirement. In this case, we don’t see reason to not use higher layer CU/DU split for both eMBB and URLLC services. 

	China Unicom
	Agree with KDDI and ZTE, the relation of local breakout and RAN slicing is not clear. For the 2nd objective, it seems overlapping with R16 URLLC enhancement and potential related R17 item.

	Futurewei
	The actual mechanisms to support local break out or URLLC should be worked out in their respective SI/Wis. Our understanding of this potential R17 propsoal is to study mechanisms to integrate those sub-systems developed for different services into a common platform/system, when those sub-systems are deployed flexibly only in areas with high demand.

	CATT
	We share with above comments, these bullets looks not slicing related

	Huawei
	As said as the above question, this discussion seems relevant to the consideration of specific slices, which should be discussed in other working areas instead of here.

	Nokia
	This is already possible if we separate the PDU sessions for eMBB and URLLC. NR-DC can be also used for this case.

	AT&T
	This proposal is concerned with RAN enhancements for network slicing, to support different requirements for different traffic types. Using RAN enhancements for slicing, the objective is to support different RAN architectures for URLLC and eMBB/voice on the same HW. Two different architectures for such enhancements are presented as examples, in the first architecture, 2 separate DUs with two separate MACs are considered to support the URLLC and eMBB slices respectively, in the second architecture, a split cell architecture where one DU with one MAC is used for both slices, where the MAC can be split (low/high MAC) to accommodate the latency requirements of the URLLC traffic. 
Having the network slices coming from different networks and supporting different RAN sharing architectures to enable network slicing enhancements is also important. Local breakout was intended as an example for use cases, which also include sidelink, URLLC, etc. We undertand that local breakout might be outside the scope of this email discussion and can be discussed in other items. 
We thus propose changing the objectives in a way that makes it clearer and more focused on this discussion:
· Study RAN enhancements for network slicing to support different requirements for different types of traffics

 

	QC
	Use case 1 (figure 5-1) should be studied in other WIs e.g. NPN, IIOT. 
Use case 2 (figure 5-2) can be supported by current QoS model. 

	LG Uplus
	Also not sure whether theses kinds of topic is the scope of RAN slicing as other companies indicated.

	Intel
	From our understanding, most of the bullets in the above use-cases seems already can be supported by the current F1 specification together with the current slicing, except for a lower layer split, which has been extensively discussed during the NR study item phase. 
Although not selected in Rel-15, we think there could be some benefits for local breakout and URLLC service by a lower-layer split. However, it should be first studied whether the requirements on fronthaul latency and bandwidth for subframe-level timing interactions can be met.

	TI
	We support A&T’s change of the objective so to properly address this issue 5. We also suggest to take the work done for support of non-public networks in NG-RAN into account in order to identify RAN enhancements which could be needed

	Ericsson
	It should already be possible using existing method to deploy slice specific CU-UPs and UPFs functions at the local network, thus enabling local breakout, keeping local data local etc. Unclear what functionality is missing.

	China Telecom
	We think these bullets can be studied in other existing working area other than slicing.

	Vodafone
	If we retain the RAN 3 status of each DU having only one CU-CP (but multiple DUs can be served by one CU-CP), then it is not clear what is needed beyond R15/16.

	Verizon 
	Need to support both user plane and control plane based solutions

	CMCC
	No clear on the relation with slice.

	Deutsche Telekom
	Meaning of Issue 5 is somehow unclear. NPNs are currently under discussion in Rel-16, but to decide on the need for optimisations in Rel-17 we should first assess the progress in Rel-16. Latency aspects addressed in the 2nd part (Figure 5.2) are more related to implementation (e.g. based on RAN virtualization using already available features) than to new architectural (specification-related) aspects.

	Samsung
	We suppport to study the NG-RAN enhancement for URLLC service. Maybe the objective can be discussed in Rel-17 URLLC enhancement.

	LGE
	Deployment is already possible by localizing the node, e.g., UPF and CU-UP can be very close to DU. Further claricication is needed on the enhancement. It seems not possible to define a new interface between MAC-hi and MAC-low since a big debate happened in Rel-15. Further clarification is needed on this. 


Issue 6: Guaranteed SLA 
Reference: RP-191467

Use case:
NW Slicing is one of the key functionalities of 5G. It is highly significant to meet diversifying needs of the times. However, the specifications ever defined still remain intra-domain discussion, e.g., mobile core or transport. The discussion in the communities related to the management domain is just beginning. The operators should be able to provide guaranteed SLA based on the customers’ requirements in the E2E manner.
GSMA has active discussion of the NW slicing under the NEST taskforce which is the umbrella of Future Networks Programme. In the NEST taskforce, End to end network architecture discussion is one of the working packages.
[image: ]
Figure 6
To ensure the SLA per slice profile (i.e., use case) in the E2E manner,  enhancements of NW slicing from RAN perspective should be studied
There is a lack of the way of management to guarantee the SLA in RAN domain 
· There is no way of verifying whether the KPI of the NW slice is met in RAN domain
· The indication functionality for the admission control or the resource management of slice(s) is required  


Objective:
· The management method to guarantee the SLA (Service Level Agreement); 
· API definition to guarantee the customer’s SLA, to enable admission control per slice or context awareness
· It is assumed that this API is not used for exposure to 3rd Parties, but only for operators domain (e.g., RAN controller under definition at O-RAN Alliance, MEC servers or operator proprietary O&M tools)
· Examples of information to be exposed; traffic resource allocation, current status of the number of active UEs
Q6: Companies are invited to share views on this use case and objective
	Company
	Comments

	ZTE
	We believe it is more proper to do it in MDT function i.e. to add slice as one dimension to collect measurement for monitor SLA enforcement in RAN side. Therefore, coordinate with SA5 and SA1 is necessary.

	vivo
	We think this should first be discussed in SA2. Then we can evaluate if there is any RAN side work.

	China Unicom
	API and API definition are relied on implementation solution, better to initiate to discuss this issue in SA. It is hard to guarantee SLA only via RAN slicing enhancement.

	Futurewei
	We agree that data collection for performance monitoring and control should be worked out together with other aspects of MDT.
To us, there may be works in this aspect to support network slices over RAN sharing, where a sub-system - the part of RAN to be shared – needs to communicate with the rest of the nework on the service and SLA that a local RAN can provide. This would need to involve SA working groups.  

	CATT
	We agree with China Unicom. The SLA shold be viewed from the whole network. For the other information get from slice level, the MDT functon could be fulfilled.

	Huawei
	We are not sure this is suitable to be discussed here as this is not directly relevant to the fulfilment of network slicing in RAN, perhaps SA2 or SA5 is more suitable.

	Nokia
	This should be discussed in SA5 considering the existing functions such as MDT. Possible discussion may be considered as part of RAN-centric data collection SI in Rel17 though.

	BT
	We support the study of guaranteed SLA offered through slicing. 
As discussed by Futurewei, a use case would be RAN sharing (e.g. MVNO) allowing the local RAN to deliver defined radio resources to sharing operators.

	QC
	SA5 should be the better place for this topic. 

	LG Uplus
	We share the similar view as comments above in the sense that this topic can be discussed in other WGs or other items.

	Intel
	Such API is more in the scope of SA5.There is not really a RAN impact 

	TI
	We definitely agree that slice-specific SLA needs to be evaluated end-to-end (SA WGs should be involved), hence we see benefits in defining means (or improving existing ones) for RAN-centric data collection and utilization in the context of network slicing.

	Ericsson
	We agree with Nokia that this should be discussed by SA5 since it seems mainly to be related to OAM e.g. what KPIs / policies are needed. Overall we think the slice SLA monitoring and fulfilment needs to operate on a slower/statistical time scale and should only indirectly relate to ongoing traffic.

	China Telecom
	We think it is more related to MDT.

	Vodafone
	Some SA5 work may be needed for this use case.

	Dish Network
	Slice SLA Assurance for RAN Slices is being discussed in ORAN. Coordinate with ORAN to define the service requirements in Service Level Agreements (SLAs) and indicating Key Performance Indicators (KPIs). 

	KDDI
	Data collection that is necessary to provide Guaranteed SLA cannot be fulfilled solely by RAN.  Hence this should be studied in collaboration with SA.  
As the collected data being utilized to control the performance of Network Slicing in E2E basis, these data are the essential and fundamental.  To fulfil the guaranteed SLA service provision, the collection of these data need to be available via API for performance monitoring and controlling, meaning operator implementation and OAM solution isn’t capable enough for this solution with API.  
Described in the Objective, API here indicates those used wthin the operators network domain, such as RAN Intelligent Controller of O-RAN.

	Deutsche Telekom
	Issue 6 addresses primarily a management functionality that is in scope of SA5. They already defined performance measurement functionalities to be provided by RAN which are extendable if required. As the mapping of (slice-specific) SLAs to performance KPIs is not a clearly defined process (see also GSMA NEST discussions) more discussion seems to be needed also with SA1 on that topic (e.g. an SLA parameter could be valid for a whole coverage area of a slice, for all UEs within a slice, for a certain cell, etc.).

	Samsung
	Agree with the comments above, API is not in RAN scope. In order to collect RAN performance measurement, we already have a few options, e.g. SON/MDT. If required, the existing solutions can be improved.

	LGE
	Agree with other companies that it should be handled in SA5. After that, RAN can involve it if there are impacts. 


Issue 7: Traffic management in AN 
Reference: RP-191467

Use case:
As shown in figure 7, QoS flows belonging to two slices with same 5QI get similar scheduling priority in RAN even though the priority for these slices are different. Operators can configure the slice instance based on the priority which reflects the customer SLA and their policy. This priority can be applied to the PDU sessions which is mapped to the corresponding slice(s).
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Figure 7
Objective:
Traffic management in AN
· Mapping between 5QI/SPID and S-NSSAI – AN resources and PDU session(s)

Q7: Companies are invited to share views on this use case and objective
	Company
	Comments

	ZTE
	5QI is configured per QoS flow which is smaller granularity than slice. Therefore it is bit confusing what is the benefit to map between 5QI and one specific slice. Maybe proponent can elaborate more.

	Vivo
	We think this should first be discussed in SA2. Then we can evaluate if there is any RAN side work.

	Xiaomi
	We are confusing why slices with same 5Qis will have different priorities. If slice priority is something different from services QoS(5Qis), we should first identify the requirement in SA1.

	China Unicom
	Agree with ZTE. There is one S-NSSAI per PDU session, one SPID per UE, one 5QI per QoS flow. It is complicated to map between 5QI/SPID and S-NSSAI and the benefit to define this mapping mechanism is not clear.

	Futurewei
	We see that this aspect may be useful for the support of network slices over RAN sharing. Currently slice related parameters (e.g., S-NSSAI) are configured per PLMN. For a part of RAN to be shared with multiple PLMNs and to support network slices of those different PLMNs, some relations need to be established between RAN’s operations and network slices’ requirements of those PLMNs and to be communicated to Ues. 
We agree there is room for improvement in the wording of the objective.    

	CATT
	We also have confusion what the intention about this mapping. If the slice is isolated, the QoS flow is schduleing within slice. Also the priority of 5QI can be overwrited. 

	Huawei
	Is the intention to address the case that multiple metrics need to be considered at the same time, e.g. UE’s priority, slicing’s priority and QoS flow requirement? If this is the case, we are OK to study this to understand standards impact.

	Nokia
	It is better to firstly discuss in SA2, i.e. whole system point of view. The discussion should be considered not only from technical but scalability as whole system. It should be clarified what is missing now (even not possible by OAM) and system level impact. It may be discussed in RAN if there is any appropriate justification on e.g. slice-aware scheduling within RAN (e.g. F1, E1).

	BT
	We agree with Futurewei’s comments.

	QC
	This should be discussed in SA2 and SA1 first.

	LG Uplus
	We see the mentioned situation that no clear way of differentiating QoS flows with same 5QI in different slices from RAN, but need to understand as other companies said there is no way to differentiate them from whole picture and existing specification.  

	Intel
	Scheduler is implementation specific and the scheduler can take into account of not just the 5QI of a QoS flow but also the priority of the slice it is related to.  Hence we do not see any RAN2 impact.

	TI
	Agree with Futurewei regarding potential aspects to be considered for network slicing in case of RAN sharing (maybe this Issue 7 can be merged with Issue 8, as we see some commonalities)

	Ericsson
	This issue needs a bit further clarification. To our understanding the RAN scheduler and mapping the flows to bearers could consider both QoS and NSSAI information (e.g. to fulfil RRM policies). The RAN will have full visibility to which QoS class and slice a given flow belongs to. Unclear what functionality is missing.

	China Telecom
	We think the mapping between 5QI/SPID and S-NSSAI could introduce more flexibility of RAN to support slicing

	Vodafone
	Agree with Ericsson

	Verizon
	Slice-aware scheduling within RAN shall be supported.  It would be good to define standardalized metrics 

	CMCC
	We support the objective. 
If only 5QI is considered in the scheduling, different slice with the same 5QI will be treated as the same. However, from operator perspective, it is possible to provide different priorities (slices) for the same 5QI service.
The slice granularity QoS (e.g. slice priority) can be considered to solve the above issue.

	KDDI
	“Mapping” here meant something like combination of slice and 5QI.  This idea came from the problematic situation where two different slices with different priority each containing the IP flow coincidentally with the same 5QI.  These IP flows may be treated with eaqual priority in the UE-gNB segment despite the difference of slice priority these flows belong to.  The difference of priority in the slices shouldn’t be neglected in any cases and the prioritization among slice priorities and 5Qis should be clarified,  
The current specification not clearly stipulating the indicator to describe priority of each slice, operator configurable 5QI is implementation dependent.  Considering providsion of guaranteed SLA services under the multi-vendor circumstance, it shouldn’t be implementation dependant, standardization is needed.  
In RAN sharing case, one example of usecases, RAN should differentiate slice(s) per PLMN to be able to configure the slice and QoS parameters per PLMN.  

	Deutsche Telekom
	We generally acknowledge the use case addressed in Issue 7, that there may be a higher priority for one slice against another one (e.g. due to SLA) even if the services carried within these slices are the same and have same 5QI. But this can be considered already today via implementation/O&M taking 5QI and S-NSSAI into account for setting of scheduling weights (may be extended by RFSP to consider also frequency specific RRM settings). 

	Samsung
	Currently priority can be set per QoS flow, i.e. two QoS flows having same 5QI from different PDU session can be configured with different priority.
SPID is for steering the UE with preferred RAT, which is based on the per UE subscription. Clarification is needed for the objective, e.g. mapping between SPID and S-NSSAI.

	LGE
	We think that the current mechasim has already taken slice into account since the information is available to RAN. Further clarification is needed on the enhancement. 


Issue 8: RAN sharing 
Reference: RP-191467

Use case:
RAN sharing we know in 4G will evolve to 5G , and with slicing becoming de facto standard , carriers sharing a 5G RAN would use slices and want to have an API allowing managing of that RAN subnet slice

Objective:
· RAN sharing aspect
· From the frequency band perspective, the small cell deployment is much more essential in 5G RAN
· RAN Network Slicing enhancement should be considered from the RAN sharing in 5G era

Q8: Companies are invited to share views on this use case and objective
	Company
	Comments

	ZTE
	By carrying “selected PLMN” network can already know UE’s serving PLMN in RAN node supporting RAN sharing. Hence more clarification is needed for RAN sharing case.

	Vivo
	Different PLMN may have different slice configuration/requirement. RAN sharing scenario should be one scenario for slice discussion.

	Xiaomi
	Agree with ZTE

	OPPO
	Agree with ZTE

	China Unicom
	Agree with ZTE

	Futurewei
	We see the issue is more related to how a RAN can support network slices configured by different PLMNs and inform UE (of these different PLMNs)  the availability of these network slices. The potential use case is to have a common enhanced RAN sub-system deployed in high demand areas for various services/network slices of different operators. The wording of the objectives can be refined when the intention is more agreeable.

	CATT
	Agree with ZTE

	Huawei
	We think we need to first understand what is missing on slices support for RAN sharing. If Issue 1 is agreed to be supported, RAN sharing needs to be taken into account. 

	Nokia
	More clarification on the relationship with RAN sharing is needed.

	AT&T
	Enhancements in RAN sharing to support network slicing are important to consider, and may be considered in other agenda items. 

	BT
	We support the use case where a RAN can support network slices configured by different PLMNs with a guaranteed SLA agreed by each.

	QC
	Agree with ZTE and Nokia.

	LG Uplus
	Also want to understand more about use cases in reality.

	Intel
	There is no impact to RAN2. If RAN sharing is supported and the different slices needs partitioning of resources, network operator should have the means to partition the resource via API. SA5 needs to be consulted on this to provide such mechanism. We do not see any RAN2 impact.

	TI
	We share the view of AT&T on the importance to enhance the RAN sharing (if required) for better handling network slicing in NG-RAN

	Ericsson
	We agree with other companies that more clarification is needed on the missing functionality.

	Vodafone
	Commonality in (some of) the APIs for RAN sharing and Slice management makes sense, but hopefully has been delivered by SA5?

	China Telecom
	Agree with ZTE

	Verizon
	Agree with other companies that more study is needed there.

Also, of all the issues listed above, we think following are of higher priority (not in any particular order):
1. Service continuity
2. Flexible deployment
3. Connection control
4. Arch enhancement for pvt ntw
5. Guaranteed SLA
6. Traffic mgmt in RAN


	Dish Network
	Agree with other companies that Network slicing enhancements should be considered for RAN sharing.

	CMCC
	RAN sharing impact can be considered together with issue 1 in order to support awareness of RAN support per-PLMN network slice.

	KDDI
	Thank you for all the supporting comments.  
As mentioned in several comments, it is essential to study how the guaranteed SLAs be supported in case of RAN sharing.  
Though referring earlier that RAN should differentiate slice(s) per PLMN to be able to configure the slice and QoS parameters per PLMN, we also agree to study the other cases that are pointed in comments of other companies.  

	Deutsche Telekom
	The use case description of Issue 8 is somehow unclear. The managing of slices via APIs etc. is in focus of SA5.
Even in the case of RAN sharing a different set of slices can be supported in each PLMN already with Rel-15. And the topic is also addressed with NPN in Rel-16. W.r.t. RRM RAN sharing it is just another dimension that has to be considered in addition to slice-related resource sharing/reservation mentioned in Issue 7.

	Samsung
	RAN sharing and N/W slicing are two independent features. They can coexist based on the current architecture/specifications. If RAN sharing applied, NG-RAN broadcasts multiple PLMN IDs. And the network can provide UE with different slice configuration per PLMN ID. No critical problem is found here. More clarification is beneficial.

	LGE
	The use case should be clarified on RAN Sharing. 


Issue 9: Others

SA2#134 meeting agreed a new SID for Rel-17 to enhance network slicing in [S2-1908583] to study the Generic Slice Template parameters.The following parameters are at least considered under this study. 
· Maximum number of UEs per Network Slice
· Maximum number of PDU sessions per Network Slice
· Maximum UL and DL data rate per UE in a Network Slice
It is uncertain whether these parameters may have potential impact on RAN and we think it would be good to keep an eye on SA2 study progress. 

Q9: Companies are invited to share views whether any impact in RAN according to the above SA2 study. 
	Company
	Comments

	Huawei
	These new parameters might have impact on RAN by taking SA2 progress into account.

	Nokia
	We may see some impact on RAN depending on SA2 progress, but this one and some other issues listed in this discussion document, as indicated in the answer, should be discussed based on whole system point of view.

	BT
	We agree the new parameters may have an impact on RAN and we should monitor SA2 progress.

	QC
	RAN can wait for SA2 progress.

	Ericsson
	It is unclear if these parameters have an impact on the RAN or if they can be handled completely in the CN based on knowledge in the CN. RAN should follow SA2 progress.

	CMCC
	Agree with Huawei. It would be good to keep an eye on SA2 study progress

	Deutsche Telekom
	Issue 9 is related to SLA fulfilment in Issue 6, but there are open issues. If there is e.g. a restriction on the number of UEs per slice, is it per cell, per RAN node, per area, …? Same for PDU sessions. SA2 progress should be considered first. 

	Samsung
	RAN can wait for SA2 progress. Although SA2 agreed rel-17 study item, prioritization will be made in September meeting. It’s not sure whether SA2 can start the study or not.

	China Telecom
	Agree with HW

	LGE
	The parameters are pending to SA2 progress. RAN should wait for that. 



3. Summary
25 companies participate in this email discussion.
Summary for issue 1:
24 companies reply question 1.
18 campanies support the use case and 17 companies support the objectives.
Moderator propose the use case and objectives for issue 1 (fast access to the intended slice) are agreeable.
Proposal 1: Mechanisms to enable UE awareness of RAN support of network slice and mechanism to enable UE fast access to intended slice will be studied in R17. 
3 company(KDDI, LG Uplus, Dish network) support FDD band to be included in consideration. 
Moderator propose the objectives are applied to both TDD and FDD. It should be band agnostic and accommodate different deployment scenarios from operators.
Proposal 2: The enhancement on slicing is applied for both TDD and FDD.
2 company(OPPO, TI) propose to add considering slice priority in the objective, e.g. different frequency/carrier may have different priority for those slices.
5 companies(KDDI, Futurewei, LG Uplus, Deutsche Telekom, Samsung) propose to combine objective 2 issue 1 with issue 4 (connection/access control.)
3 companies(Intel, Ericsson, Vodafone) consider the scenario needs to be clarified more and consider there will likely have a negative impact on either the access latency and/or UE battery consumption. And suggest to be considered carefully.
3 company(Xiaomi, Nokia, Qualcomm) mentioned smaller granularity for RA, moderator suppose that is relevant to issue 3.
1 company(Deutsche Telekom) propose other factors have to be considered (further slices/services to be supported by the UE, …).
Moderator will take above comments into consideration while formulate the objectives.
Based on the discussion in issue 1, moderator propose to formulate the objective as follows to address issue 1:
· [bookmark: _Hlk18596393]Study mechanisms to enable device awareness of RAN support of a network slice on a particular frequency/cell [RAN2]
a) broadcast and/or unicast signalling mechanisms for the availability of RAN support of a slice; 
· Study mechanisms to enable UE fast access to the slice available RAN node [RAN2, RAN3]. The following aspects can be studied:
a) Directly access to the intended slice;
b) slice based reselection;
c) slice priority, e.g. different frequency/carrier may have different priority for those slices
d) access latency and UE battery consumption needs to be carefully considered.
Summary for issue 2:
23 companies participate in issue 2.
4 companies support studying objective 1 (study QoS degradation mechanisms).
15 companies support studying objective 2 (study service continuity for intra-RAT handover).
6 companies support studying objective 3 (study service continuity for handover between NSA and SA).
14 companies propose coordination with SA2 is needed.
Moderator propose objective 2 in issue 2 can be studied in this SI, and coordination with SA2 is needed.
[bookmark: _Hlk18596361]Proposal 3: Study intra-RAT handover service interruption, e.g. target gNB doesn’t support the UE’s ongoing slice, study slice re-mapping, fallback, and data forwarding procedures. Coordination with SA2 is needed.
Summary for issue 3:
24 companies participate in the discussion on issue 3.
14 companies support to study objective 1&2 (relax deployment restriction and smaller granularity slice deployment).
9 companies support to study objective 3 (DC with MN and SN supporting different slices).
6 companies consider coordination with SA is needed. 
6 companies consider objective 1&2 should be handled in SA2 firstly.
Moderator propose to coordinate with SA2 whther the objective 1&2 are feasible. As for objective 3, since there are only 37.5% companies support, moderator propose not consider objective in R17.
Proposal 4: Check with SA2 whether the following objectives are feasible:
· To enable on-demand and dynamic deployment of diverse and different network slices [RAN2, RAN3], e.g. 
· Study the feasibility to relax the Rel-15 principle of “the slice availability does not change within the UE’s registration area”, coordination with SA2 may be needed.
· Smaller granularity slice deployment in addition of current TA level deployment.
Summary for issue 4:
24 companies participate in issue 4 discussion.
For objective 1:
16 companies support to study slice based paging, cell (re)selection and RACH configuration. And 8 companies comments objective 1 can be considered together with issue 1. 
3 companies comments that slice specific access control is already supported by operator defined UAC and more clarification is needed.
3 companies don’t support to study objective 1.
For objective 2:
Majority companies are not clear about what needs to be done for objective 2 (Slice-aware protocol layer configuration, data path, mobility and multi-layer connection hierarchy). More clarification from supporting companies is needed.
For objective 3:
8 companies comments that objective 3 (MBMS) should be handled in MBMS SI. Moderator suppose this can be the common understanding.
Moderator propose to study slice-specific idle and inactive UE access, e.g. paging, cell (re)selection, RACH configuration.
Proposal 5: Study slice-specific idle and inactive UE access, e.g. paging, cell (re)selection, RACH configuration.
Summary for issue 5:
22 companies participate in issue 5 discussion
AT&T propose to change the objective to:
· Study RAN enhancements for network slicing to support different requirements for different types of traffics
4 companies support new objective proposed by AT&T
However, 18 companies don’t support doing this.
Moderator suggests not include issue 5 into objective until further justified.
Summary for issue 6:
21 companies participate in issue 6 discussion.
Futurewei and BT further clarify that the use case is to support network slices over RAN sharing, where a sub-system - the part of RAN to be shared – needs to communicate with the rest of the nework on the service and SLA that a local RAN can provide. TI supports.
However, 18 companies comments this should be discussed in SA5/SA2 and within MDT scope.
Moderator tend to agree this objective falls into scope of MDT and propose not to include this in slice objective.
Summary for issue 7:
9 companies (Futurewei, Huawei, BT, TI, China Telecom, Verizon, CMCC, KDDI, Deutsche Telekom) support to study issue 7.
13 companies are not clear with the need to study issue 7.
It seems quite a number of operators are supporting issue 7. But considering still there are more companies are not clear with it, moderator suggest to revise the wording of objective and it will be helpful to have further clarification on the use case and the specification work for RAN. 
Summary for issue 8:
25 companies participate in issue 8 discussion.
9 companies agreed RAN sharing is an important case to be considered.
16 companies are not clear about what is missing on slicing function to support RAN sharing. 
Moderator also agree further clarification on the specification impact on RAN is needed, so that companies can have a clear view on what need to be done.
Summary for issue 9:
10 companies participate in issue 9 discussion.
5 companies consider there might have impact on RAN. 
Another 5 companies propose RAN can wait for SA2 progress and take SA2 progress into consideration.
Moderator consider the above opinions are not conflict with each other. RAN can take SA2 progress into consideration and check whether there is impact on RAN. 
Proposal 6: RAN can take the progress of SA2 slicing study item [S2-1908583] into consideration and check whether there is impact on RAN.
4. Conclusion
In this email discussion, 25 companies share views on ths slicing related issues proposed by several companies in RAN#84 meeting. Based on the summary above, moderator provide following proposals:
Proposal 1: Mechanisms to enable UE awareness of RAN support of network slice and mechanism to enable UE fast access to intended slice will be studied in R17. 
Proposal 2: The enhancement on slicing is applied for both TDD and FDD.
Proposal 3: Study intra-RAT handover service interruption, e.g. target gNB doesn’t support the UE’s ongoing slice, study slice re-mapping, fallback, and data forwarding procedures. Coordination with SA2 is needed.
Proposal 4: Check with SA2 whether the following objectives are feasible:
· To enable on-demand and dynamic deployment of diverse and different network slices [RAN2, RAN3], e.g. 
· Study the feasibility to relax the Rel-15 principle of “the slice availability does not change within the UE’s registration area”, coordination with SA2 may be needed.
· Smaller granularity slice deployment in addition of current TA level deployment.
Proposal 5: Study slice-specific idle and inactive UE access, e.g. paging, cell (re)selection, RACH configuration.
Proposal 6: RAN can take the progress of SA2 slicing study item [S2-1908583] into consideration and check whether there is impact on RAN.
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