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Introduction
A work item for Integrated Access and Backhaul (IAB) was initiated at RAN#82 [1]. This work item intends to specify an L2 relay to enable NR based multi-hop backhaul. The main aspects that are being specified include:
· Definition/specification of an IAB node including routing and bearer mapping functions. This includes the specification of a backhaul adaptation layer and necessary modifications to RLC (such as logical channel ID space extension).
· Initial access, connection procedures and topology management
· Support for configuration and management of IAB nodes
· Changes to ensure performance is comparable to non-IAB networks: latency reduction, recovery from backhaul failure, flow control
· Enabling both non-stand alone and stand-alone operation of IAB nodes
· Support of dual connectivity at both IAB nodes and UEs
Much of the specification work is being done in RAN2 and RAN3, with some aspects (such as synchronization and resource multiplexing) being done in RAN1. 
IAB is mainly targeted at mmWave, where blockages are a significant problem. In addition, the IAB nodes have to support very high data rates, not just because of the high data rates of NR mmWave but also because nodes at intersections of routes will need to support data rates of all the intersecting routes.
We propose the use of linear network coding in IAB networks. This enables the use of multiple routes to a given destination IAB node or UE jointly as a single data pipe. Events such as blockages result in a “narrowing of the pipe” but not a complete stoppage of data transfer. Excessive queue lengths along individual routes are also alleviated as the buffering and queueing are spread across routes.
Discussion
Key Issues in Release 16 IAB
RAN2 has made progress on issues related to dual connectivity for IAB. But one of the key limitations in Release 16 IAB is that there will be limited support for use of multiple routes. In particular, a bearer is expected to be mapped to a single route with limited options to use secondary routes (secondary routes may be used when there are failures of backhaul links).
Given that IAB is mainly targeted at mmWave, it is important to note aspects of mmWave communications that are relevant to IAB:
1. Short term blockages: Given the possibility of severe short term blockages in mmWave communication, data flow through the IAB network can be significantly impacted. Alternate paths need to be established and data needs to be re-routed; all of which requires significant amount of reconfiguration and the IAB nodes and the IAB donor, and if necessary selection of alternate access IAB nodes by UEs. As the IAB network grows, such reconfiguration can amount to significant delay and interruptions.
2. IAB node complexity to support high data rates: With NR supporting very high data rates and IAB nodes supporting multiple routes between a donor and UEs, variation in traffic data rates to UEs can cause significant variation in buffering needs and queue lengths at IAB nodes. Channel state variations can further exacerbate buffering and queue lengths. Designing IAB node buffering to support extreme traffic scenarios is likely to make their design complex and expensive. On the other hand, if buffer sizes cannot support high traffic scenarios, packets are dropped, resulting in end-to-end retransmissions and slowing of end-to-end data rates at the TCP layer.

[bookmark: _Ref9606814]Figure 1: Data Rate variation in IAB network with multiple flows
Figure 1 illustrates an IAB network with multiple flows for different UEs. IAB nodes 1, 2 and 4 support multiple high data rate flows (such as HD video streams). Data rate variations on the flows can result in different nodes needing to support processing of very high data rates at different times. Additionally, while nodes on some routes are overloaded, there can be other routes to the same destinations with available capacity. In other words, performing load balancing across multiple routes is not possible. 
Overloading at nodes is experienced as network congestion. This results in dropped packets, with consequences for end-to-end traffic. Figure 2 illustrates the effect of congestion in a simple IAB network. IAB node 1 is experiencing congestion and drops RLC packets. This results in UE not being able to recover TCP packets and causes TCP layer congestion control actions (i.e., dramatic slowing of end-to-end data rates) and retransmissions. Thus, even if the congestion is short term, the impact to the end-to-end data stream is longer. In such situations, in order to shift the data stream to an alternate route, the IAB donor has to realize the occurrence of the congestion (through signalling over the backhaul), identify alternate routes and configure them to carry data that is affected by the congestion (includes updating of routing tables at several nodes, configuration of bearer mapping and RLC parameters at several nodes, etc).
Temporary blockages have a similar, possibly more severe, effect. Recognizing that a child node is experiencing blockage of the signal may itself take significantly longer. Combined with the time taken for signalling procedures mentioned above that are needed to establish alternate routes for the data stream, there is a significant possibility of UE’s end to end connection being dropped.


[bookmark: _Ref9498386]Figure 2: Effects of congestion in IAB
Overview of Network Coding
Given a set of packets  represented as symbols of a Galois Field alphabet , a linear network-coded packet is constructed as , where the encoding vector ] consists of coefficients chosen from . Multiple such network coded packets are transmitted with encoding vectors that are linearly independent from one another. If a receiver receives  of the network coded packets , it can recover the original packets  using , where 
, the -th row of  consisting of the encoding vector for .
In scenarios where there are multiple routes from a source to a destination, the network coded packets can traverse any route. As long as the destination receives  linearly independent network coded packets, the original packets can be recovered.
Application of Network Coding to IAB
The following describes a simple application of network coding to overcome the congestion and blocking issues described above. In this approach network coding is performed at the source only and there is no further network coding at intermediate nodes. The description below is for network coding of downstream traffic over two routes between the IAB donor and the UE (see Figure 3). The same principles can be used when the network coding termination is at an IAB node, and for upstream traffic.
1. PDCP PDUs are segmented into k segments at the donor. Linear network coding is performed on the k segments to obtain network coded segments. k or more network coded segments are generated (as needed). The encoding vectors are predefined for the different
2. Network coded segments are submitted to the RLC layer and transmitted by the donor. The donor can choose either route to transmit any of the network coded segments (e.g., based on link conditions along each route, loading on each route etc). RLC can perform further segmentation of the network coded segments as needed to match the transport block sizes available on the link.
3. Congestion on one of the routes (e.g., at IAB node 1 as shown) can result in RLC PDUs/segments being dropped. However, this does not require a retransmission of those specific RLC PDUs/segments. Instead additional network coded segments can be transmitted by the donor. In the example of Figure 3, IAB node 1 drops 3 segments (‘b’ of first PDCP PDU and ‘a’ and ‘b’ of second PDCP PDU) due to congestion. Additional coded segments - ‘e’ of first PDCP PDU and ‘e’ and ‘f’ of second PDCP PDU – are transmitted over the 2nd route. The UE is able to recover the first PDCP PDU using coded segments ‘a’, ‘c’, ‘d’ and ‘e’, and the second PDCP PDU using coded segments ‘c’, ‘d’, ‘e’ and ‘f’.


[bookmark: _Ref9502076]Figure 3: Network coding for IAB
As a result of the above procedure, there is no loss of data and no impact to TCP. A natural load balancing between the two routes is achieved which can be adapted as different nodes get overloaded. Overall, this enables treatment of multiple routes to a given destination jointly as a single data pipe. Blockages and congestion events do not completely shut off data transfer; instead they temporarily reduce the throughput of the data pipe with minimal impact to the wider network and end-to-end connections.
Protocol Considerations
One issue that needs to be discussed is the possible placement of the network coding functionality in an IAB network. We see two main options that are consistent with the current IAB architecture and do not require changes to RLC, MAC and PHY layers. The first (illustrated in Figure 4) consists of performing network coding at the donor DU and at the IAB node MT. That is, the backhaul IP packets carried between the DU and the access IAB node are subjected to network coding as described above. This placement makes the network coding operation transparent to the UEs (UEs do not need to implement the network coding functionality). However, it limits the multiple routes that can be used for network coded traffic to the multiple routes between the donor DU and the access IAB node of the UE.
[image: ]
[bookmark: _Ref9509593]Figure 4: Network coding functions at Donor DU and Access IAB node
The second option (illustrated in Figure 5) consists of performing network coding at the CU-UP and at the UE. PDCP PDUs are directly subjected to network coding. This placement makes it possible to use multiple routes to the UE to carry network coded traffic (for example with the UE dual connected to different access IAB nodes, or routes from the UE to separate donor DUs under the same CU). However, it does require the UE to implement network coding functionality.
[image: ]
[bookmark: _Ref9509992]Figure 5: Network coding functions at Donor CU and UE
Application of network coding for uRLLC
The current approach to ultra-reliable communication consists of packet duplication at the PDCP layer. Instead a network coding approach can be used to achieve the same reliability with significantly more efficiency. A PDCP PDU can be segmented into k segments and coding across the segments can be performed. k+n network coded segments can be transmitted (n is expected to be small, e.g. 1 or 2). The receiver needs to receive k of the k+n coded segments to recover the original PDCP PDU. k and n can be adjusted based on channel conditions. Using k/k+n as the efficiency measure, it is clear that this approach is significantly more efficient than packet duplication.
Summary
This contribution discusses some of the issues in the Release 16 IAB framework. In particular, temporary blockage and overloading at nodes can cause loss or drop of packets and throttling of data rates at the TCP layer. 
We propose to use linear network coded transmissions to overcome the issues of temporary blockage and congestion at nodes. In effect, network coding allows the use of multiple routes to a destination jointly as a single data pipe. The receiver is agnostic to the route that a particular unit of data traverses, as long as it receives enough coded segments received to enable decoding. We have described two options of placements of network coding functionality – one that is transparent to the UE but is limited in the routes that it can use, and the other that requires network coding functionality and can use a broader set of routes.
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Appendix – Preliminary performance analysis of network coding for IAB
Below we show results of a simulation comparing performance with and without network coding, for the IAB network shown in Figure 2 and Figure 3. Downlink data transfer is studied from the IAB donor to a UE via the two routes specifically when IAB node 1 experiences congestion. 
We compare the following data transmission schemes: 
· simple hop-by-hop ARQ (referred to as “ARQ” scheme), 
· network coding with no ARQ (referred to as “NC” scheme), and
· network coding with ARQ (referred to as “NC-ARQ” scheme).
The donor distributes RLC PDUs to the two routes in a round-robin manner for all schemes. For the ARQ scheme, the RLC PDUs consist of fragments of PDCP PDUs (i.e., standard user plane processing in NR). For the NC and NC-ARQ schemes, the RLC PDUs are network coded segments – i.e., each PDCP PDU is segmented and the linear network coding is performed over the segments to obtain the RLC SDUs. 
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[bookmark: _Ref9609154][bookmark: _GoBack]Figure 6: Simulation Scenario
The simulation scenario is illustrated in Figure 6. Each link nominally supports a data rate of 200 Mbps and is assumed to have an erasure probability of 0.001. IAB node 1 experiences congestion which results in packets being dropped. The congestion is modelled as the link between IAB node 1 and IAB node 3 having a significantly reduced data rate of 20 Mbps, with the same erasure probability of 0.001. The TTI for the system is 1 ms. 
The packets arrive at the donor according to a Poisson process. Each packet has a latency bound of 20 ms. That is, if the packet is received & decoded at the UE within 20 ms, it is considered to have been successfully received; otherwise, it is considered a failure. The data rate is varied from 10 Mbps to 800 Mbps. The transport block size on all the links not experiencing congestion is 200 kb. The transport block size on link between IAB node 1 and IAB node 3 is 20 kb. When ARQ is used (for the ARQ and the NC-ARQ schemes) a maximum of 3 ARQ transmissions (i.e. two retransmissions) are allowed and an acknowledgement delay of 4 ms is assumed.
For the NC scheme, the donor proactively transmits redundant packets. That is, if a PDCP PDU is segmented into  segments, then  network coded segments are transmitted by the donor, where  is a small integer adjusted based on the number of segments (in the range of 1 to 16). 
Figure 7 shows the success rate and the failure rate for the three schemes. Both NC and NC-ARQ schemes out-perform the ARQ scheme substantially. Furthermore, comparing the NC and NC-ARQ schemes, the NC scheme performs slightly better. This indicates that with the network coding operation, RLC ARQ may not be necessary (i.e., RLC UM can be used).

[bookmark: _Ref9611776]Figure 7: Success and Failure rates of the ARQ, NC and NC-ARQ schemes for different data rates
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