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In Rel-15, to support network virtualization and centralized management of the network, disaggregated gNB i.e. gNB-CU/DU split and CP/UP separation is introduced. The disaggregated gNB architecture brings much more flexibility to operators for deployment and it is very promising in 5G. Based on that, to further improve the performance for disaggregated gNB scenario, this contribution gives some analysis and proposes to consider some enhancements in Rel-16.
Discussion
In Rel-15, many basic features and functions have been specified for disaggregated gNB scenarios. However, there still exists a large space of improvement. Considering disaggregated gNB is a very important deployment scenario, we propose to study and specify enhancements for NR Rel-16[1][2], 
UP enhancement
DDDS (Downlink Data Delivery Status) is the mechanism that used in CU/DU split scenario which helps to achieve efficient flow control between the hosting node and corresponding node. Based on the information included in DDDS, CU could decides the amount of data that should be sent to DU. Besides, in case of fast re-transmission scenario, the information could also be used to decide the data that should be transmitted in another leg and the freezing of the buffer in the hosting node. 
However, the current DDDS mechanism has some drawbacks which may result in unnecessary data transmission and /or delay of buffer freezing with more scenarios considered. 
Scenario 1: The PDCP PDUs are delivered to UE out of sequence. 


                                    Figure 1   PDCP PDU transmission status in gNB-DU1
GNB-DU1 is UE’s current serving DU and gNB-DU2 is configured as a backup. PDCP PDUs are sent to gNB-DU1 first and then radio link outage happens in gNB-DU1.After that, the transmission path would be switched to gNB-DU2.In gNB-DU1, the transmission status is as figure 1 depicted, i.e. all PDCP PDUs with sequence number below 207 are already successfully sent to UE except for PDCP PDU with SN 201. In this case, the gNB-DU1 would only report to gNB-CU-UP that its highest successful transmitted PDCP SN as 200 and gNB-CU would request gNB-DU2 to re-transmit PDCP SDUs whose SN are above 201.In this case, there would be unnecessary re-transmission of PDCP PDUs whose SN are from 202 to 207 which means there is unnecessary duplicated transmission. So, further enhancements on the feedback from gNB-DU to gNB-CU-UP are needed.
Scenario 2: The re-transmitted PDCP PDUs arrived at DU out of order.
This scenario has ever been discussed in previous RAN3 meeting, considering the complexity of different cases, it is agreed to further study in Rel-16[3][4].Figure 2[3] gives an example.


                Figure 2  Re-transmitted PDCP PDUs arrived at DU out of order.
Packet #102,#104 are the re-transmitted packets from another leg and packets #95,#96,#97 are the re-transmitted packets which due to the lost on user plane. Packets sending and arriving orders are #102, #104, #95, #96, #97 (associated to NR-U SN #15, #16, #17, #18, #19). The #95, #96, #97 is arriving late. The DU does reordering so the DU delivers over the air become the order of #102, #104. After the DU successfully delivered #102 to the UE, DU may report to CU the current status of downlink data delivery. Then, after packets #95, #96 and #97 arrive, DU succeeds in transmitting these three packets to UE while packet #104 is still re-transmitting. In this case, based on current DDDS feedback, CU would regard that only the re-transmitted packet #102 is successfully delivered which is not correct.
Scenario 3: The granularity of fast re-transmission
For fast re-transmission mechanism, if one of the corresponding RLC PDU segment is missing, the whole PDCP SDU should be retransmitted. Considering the size of one PDCP SDU may be big and it may be further segmented into multiple RLC SDU segments, only support PDCP level retransmission would bring unnecessary resource utilization.In [5],there is figure on the comparision of PDCP retransmission and RLC segmenation retransmission during handover procedure which also applied to the  intra-CU/inter-DU fast re-transmission.It could be seen that supporting RLC level re-tranmission would retrieve better resource utilization.
For the above examples,we mainly focus on retransmission scenario which is introduced in Rel-15 in RAN3.In fact,if there is solutions,it could also applys more generally e.g. inform gNB-CU of the accurate DL delivery status timely to aviod the unnecessary data transmission in Uu interface and also enable timely buffer freezing.
Based on above analysis,we have the following proposal 1:
Proposal1: It is proposed to consider how to enhance the current user plane flow control mechanism.
Multiple gNB-CU-UPs connectivity
In the SI phase for CP/UP separation, several scenarios on CP/UP separation are identified in [6] as figure 3 depicts




                                             Figure 3 Identified CP/UP separation scenarios
The leftmost figure represents the basic case for CU-DU split with dedicated gNB-CU-CP and gNB- gNB-CU-UP parts which may be located in one common entity or separated central entities. Then in the middle figure, gNB-CU-CP is deployed in a distributed manner and co-located with the gNB-DU. The gNB-CU-CP supervises the operation of a single gNB-DU. The gNB-CU-UP is centralized to provide a central termination point for UP traffic in DC configurations. The last one depicts the case that gNB-CU-CP is centralized to coordinate the operation of several gNB-DUs. The gNB-CU-UP is distributed and co-located with a single gNB-DU[6]. The difference between central gNB-CU-UP entity and distributed gNB-CU-UP is the latency in user plane. For one UE, it is possible that it has delay critical service and massive data service at the same time, in this case, the UE would connect to several gNB-CU-UPs which provide different services at the same time. The different services may be in the same PDU sessions or different PDU sessions. The scenario is showed in figure 4:
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                             Figure 4: Scenario for multiple gNB-CU-UPs connectivity
For the above scenario,only the case that two CU-UPs belong to the same security domains are discussed in Rel-15 and it is agreed to further consider solutions for the case that UE connects to different CU-UPs belonging to different security domain in Rel-16.Based on that,we have the following proposal2: 
Proposal2: It is proposed to consider how to support the cases that one UE connects to several gNB-CU-UPs which belong to different security domains.
Summary
In this contribution, we analyse the requirement of further enhancements on disaggregated gNB scenarios, and provide our proposals as follows:
Proposal1: It is proposed to consider how to enhance the current user plane flow control mechanism.
Proposal2: It is proposed to consider how to support the cases that one UE connects to several gNB-CU-UPs which belong to different security domains.
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