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1
Introduction

Inter-system mobility between 5GS and EPS is one of the key requirements of the 5G System. Data forwarding at handover helps to minimise jitter, data loss and out of order delivery. At intra-system HO, those requirements can be in principle fulfilled - at inter-system HO, only minimisation of those effects is possible, but respective implementation may achieve similar results.
During the past RAN3 meetings, we are talking about a period of over a year, different schemes have been developed, where finally 2 options have been identified.

At RAN3 meeting #102 a working agreement has been established on one of the options. We are of the opinion, that the chosen solution is inferior from a functional and system complexity point of view and wish to provide background information to TSG RAN and to propose a viable way forward.

2
Discussion

2.1
Overall system architecture of 5GS-EPS interworking
The difference between the options discussed in the past can be depicted by means of the system architecture for inter-system interworking via N26, specified in TS 23.501 [1]:
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Figure 1: System architecture, N26 based inter-system interworking 
(based on Figure 4.3.1-1 in TS 23.501 [1]).

The two options can be briefly summarized as follows

Option 2:


-
requires the 5GC (the UPF) to interact on UP level, user data packets and end marker packets need to be manipulated at the UPF for which control signalling needs to be passed from NG-RAN via AMF/SMF down to the UPF. 
The manipulation at the UPF foresees to either remove QFI/RQI headers from user data packets (5G to 4G HO) or adding QFI headers to user data packets and end-marker-packets.
-
does not allow direct data forwarding. 

Option 3:


-
does not require any manipulation of user data packets and end marker packets by the 5GC.
-
if indirect data forwarding is applied, the CN only relays forwarded user data packets. 

-
for indirect data forwarding, option 3 provides the same functions and flexibility, but option 3 makes use of the functions specified at the NG-RAN side for intra-system HO and does not unnecessarily (mis)place them at the 5GC. 

-
allows direct data forwarding, in case direct IP connectivity is available.

It can be assumed that E-UTRAN nodes and NG-RAN nodes are either co-located (e.g. eNBs and ng-eNBs may be assumed to reside in the very same physical entities) or deployed very close to each other, so that considering the possibility of direct data forwarding is not far fetched.

Observation 1:
The option chosen by RAN3 at the Working Agreement is not suited for direct data forwarding as it requires user packet manipulation in the UPF. Considering direct data forwarding is important given most likely deployment options.
2.2
More details on the forwarding tunnels
Looking into details of data forwarding, we have depicted an example, where on E-UTRAN side the source/target radio resource configuration consists of 3 E-RABs. Inter-system HO works by pre-configuring QoS flow to E-RAB mapping at the UE and the 5GC, i.e. this mapping information is available at the NG-RAN, irrespective of its role as source or target RAN.
Figure 2 depicts the data forwarding tunnels at EPS to 5GS HO.
Note:
The E-RABs/DRBs shown in Figure 2 are associated with a single PDU Session. In case of multiple PDU Sessions, most likely more than one UPF is involved.
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Figure 2: Option 2 and 3 - data forwarding tunnels between source eNB and target NG-RAN node

One can immediately see the potential of option 3, which does not require any interaction at the CN, while option 3 would first have to merge data forwarding streams from different E-RABs mapped to the same PDU Session into one PDU Session level forwarding tunnel between the UPF and the NG-RAN node. For this to work, each forwarded packet needs to be tagged with a QoS flow Identifier (QFI) in order to “emulate” E-RAB data forwarding tunnels within the PDU Session forwarding tunnel - an unnecessary step as forwarded data would anyhow need to be split into several streams upon arrival at the NG-RAN node. The UPF does not perform packet inspection but tags the packets with one QFI of the QoS flows mapped to an E-RAB (Figure 2 tries to depict the fact that more than one QoS flow may be mapped to an E-RAB). Those forwarded packets are then processed by the SDAP entity in the NG-RAN node, that sends the forwarded packets to the UE via the established DRBs.
Option 3 however, does not require any manipulation of user data packets and end marker packets in the 5GC, and is therefore also suited for direct data forwarding.

The functions required for Option 3 in the UPF (and configured by C-Plane signalling from NG-RAN/SMF) resemble the functions defined for SDAP, an NG-RAN protocol entity. In fact, for HO to EPS, the UPF arbitrates the forwarded user packets by means of inspecting the QFI in the NG-U header and remove the NG-U header, i.e. performs exactly functions specified for SDAP. 
Observation 2:
The option chosen by RAN3 at the Working Agreement foresees functions in the 5GC that would not be necessary if an end-to-end forwarding tunnel would have been established, ergo a solution was designed for a problem that does not exist.
Deploying a feature that involves more system entities than necessary increases the obstacles to overcome by the operator at feature introduction. It should be common sense to minimise impacted entities when selecting a solution, especially in multi-vendor deployments. Such obstacles will naturally prolong at any potential future enhancement of the feature.
Observation 3:
In general, any feature introduced should aim at impacting as least system entities as possible to reduce obstacles to overcome at feature introduction and potential future enhancements.
2.3
Even more details
It was only at RAN3#102 when it was possible among the involved parties to look into details of both approaches, see e.g. [6], [7], [8]. Unfortunately, it was not possible to select the solution that has less impact on the overall system. So, a working agreement was established which follows the majority.

One topic discussed was the possibility of re-mapping of QoS flows to E-RABs/DRBs at the target system, a possibility that was discovered a couple of months ago for intra-system mobility. This possibility can also be applied by each option, in both directions. For both options, in case of HO to 5GS, the NG-RAN node would first forward DL packets to the UE along the old mapping, in case of HO to EPS, option 2 would arbitrate user data into E-RAB forwarding tunnels along the EPS mapping, whereas in option 3, it would be the NG-RAN node that arbitrates packets into E-RAB forwarding tunnels.
Observation 4:
Both options allow re-mapping of QoS flows to E-RABs/DRBs at the target system with the very same flexibility. The option chosen by RAN3 at the Working Agreement however unfortunately involves more system entities than necessary.
Another topic was the possibility of applying reflective QoS at inter-system data forwarding: in case of HO to EPS, forwarded data would not carry any reflective QoS indication, in case of HO to 5GS, the receiving system would not be able to understand such indication, therefore, if present it will be either removed or not configured for forwarded user data. In case of HO from EPS, one can assume for sure, that not RQI (reflective QoS indication) is set.
Observation 5:
Both options are not affected by reflective QoS handling at HO from EPS and perform in the same way at HO to EPS.
Another topic was on performance in terms of delay of fresh data and in-order-delivery during handover to 5GS. In both options, the target NG-RAN node would aim to first deliver forwarded user data to the UE, and then fresh data stemming from the NG-U PDU Session tunnel, to minimise out-of-order delivery.

Observation 6:
Both options deliver the same performance in terms of delay and in-order-delivery, however the option chosen by RAN3 at the Working Agreement involves more system entities than necessary.
Overall, looking at all those details, no functional- and performance-wise difference was identified during RAN3 discussions.

2.4
On a way forward
We would like to emphasise, that the we do not challenge to implement in Rel-15 the method for indirect data forwarding for inter-system HO. Although the technical reasons are not at all evident, we respect the majority view. What we challenge is that the method of the Working Agreement is the only one specified in Rel-15. We are of the opinion, that the merits of direct data forwarding are so evident, that Rel-15 specification shall contain this option. So, the RAN3 working agreement can be kept, in case Rel-15 foresees to introduce direct data forwarding along option 3.

We have provided respective Change Requests for stage 2 (TS 38.300 [2]) and stage 3 (TS 38.413 [3]), we believe that at least SA2 would need to introduce direct data forwarding into specifications under their responsibility, but this can be done in the next quarter. For information, we have also provided those changes to TSG RAN#82. If this can be agreed, TSG RAN should liaise to TSG SA and inform TSG CT.
3
Conclusion
We have provided a brief summary of the contentious discussions at RAN3#102 on inter-system data forwarding.

We have observed the following:

Observation 1:
The option chosen by RAN3 at the Working Agreement is not suited for direct data forwarding as it requires user packet manipulation in the UPF. Considering direct data forwarding is important given most likely deployment options.
Observation 2:
The option chosen by RAN3 at the Working Agreement foresees functions in the 5GC that would not be necessary if an end-to-end forwarding tunnel would have been established, ergo a solution was designed for a problem that does not exist.
Observation 3:
In general, any feature introduced should aim at impacting as least system entities as possible to reduce obstacles to overcome at feature introduction and potential future enhancements.
Observation 4:
Both options allow re-mapping of QoS flows to E-RABs/DRBs at the target system with the very same flexibility. The option chosen by RAN3 at the Working Agreement however unfortunately involves more system entities than necessary.
Observation 5:
Both options are not affected by reflective QoS handling at HO from EPS and perform in the same way at HO to EPS.
Observation 6:
Both options deliver the same performance in terms of delay and in-order-delivery, however the option chosen by RAN3 at the Working Agreement involves more system entities than necessary.
We would have expected that the obvious difference in system complexity in terms of system entities involved in the overall scheme would be the decisive argument to clearly decide in favour of option 3.

As mentioned above, we challenge the method for data forwarding along the Working Agreement as the only method specified in Rel-15. The RAN3 working agreement can be kept, in case Rel-15 foresees to introduce direct data forwarding along option 3.
Proposal:
As a way forward, we are available to accept the Working Agreement if it is amended by allowing direct data forwarding as proposed in accompanied documents, a CR for 38.300 in RP-182685 [4] and a CR for 38.413 in RP-182686 [5] and to liaise to other WGs/TSGs accordingly.
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