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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.
1
Scope

This technical report is related to a study item New Radio to support Non-Terrestrial Networks. The purpose of this TR is to collect the TSG RAN and RAN WG1 findings related to the study.

The objectives for the study are the following 
-
Definition of the Non-Terrestrial Networks deployment scenarios and related system parameters such as architecture, altitude, orbit etc.

-
Adaptation of the 3GPP channel models for non-terrestrial networks (propagation conditions, mobility, …).
-
For the described deployment scenarios, identification of any key impact areas on the New Radio interface that may need further evaluations.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]
3GPP TS 36.101: "Technical Specification Group Radio Access Network; Evolved Universal Terrestrial Radio Access (E-UTRA); User Equipment (UE) radio transmission and reception (Release 14)".

[3]
3GPP TR 38.801: "Technical Specification Group Radio Access Network; Study on new radio access technology: Radio access architecture and interfaces (Release 14)".
[4]
3GPP TR 38.804: "Technical Specification Group Radio Access Network; Study on New Radio Access Technology; Radio Interface Protocol Aspects (Release 14)".
[5]
3GPP TR 38.913: "Study on Scenarios and Requirements for Next Generation Access Technologies (Release 14)".

[6]
3GPP TS 22.261: Service requirements for next generation new services and markets.
3
Definitions, symbols and abbreviations
3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Aerial: an airborne vehicle embarking a bent pipe payload or a regenerative payload telecommunication transmitter, typically at an altitude between 10 8 to 20 50 km. 

Airborne vehicles: Unmanned Aircraft Systems (UAS), High Altitude Platforms (HAPs) encompassing Unmanned Aircraft Systems (UAS) including tethered UAS and Lighter than Air UAS (LTA), Heavier than Air UAS (HTA), all operating in altitude typically between 8 and 50 km

Availability: % of time during which the RAN is available for the targeted communication. Unavailable communication for shorter period than [Y] ms shall not be counted. The RAN may contain several access network components among which an NTN to achieve multi-connectivity or link aggregation.

Beam throughput: data rate provided in a beam

Bentpipe payload: payload that changes the frequency carrier of the uplink RF signal, filters and amplifies it before transmitting it on the downlink 

Connectivity: capability to establish and maintain data / voice / video transfer between networks and parts thereof
Geostationary Earth orbit: Circular orbit at 35,786 kilometres above the Earth's equator and following the direction of the Earth's rotation. An object in such an orbit has an orbital period equal to the Earth's rotational period and thus appears motionless, at a fixed position in the sky, to ground observers.

Low Earth Orbit: Orbit around the around Earth with an altitude between 500 kilometers (orbital period of about 88 minutes), and 2,000 kilometres (orbital period of about 127 minutes).

Medium Earth Orbit: region of space around the Earth above low Earth orbit and below geostationary Earth Orbit.
Mobile Services: a radiocommunication service between mobile and land stations, or between mobile stations
Mobile Satellite Services: A radiocommunication service between mobile earth stations and one or more space stations, or between space stations used by this service; or between mobile earth stations by means of one or more space stations
Non Geostationary Satellites: Satellites (LEO and MEO) orbiting around the Earth with a period that varies approximately between 1.5 hour and 10 hours. It is necessary to have a constellation of several Non Geostationary satellites associated with handover mechanisms to ensure a service continuity.

Non-terrestrial networks: Networks, or segments of networks, using an airborne or space-borne vehicle to embark a transmission equipment relay node or base station.

On Board processing: digital processing carried out on uplink RF signals aboard a satellite or an aerial. 

One way latency: time required to propagate through the RAN from a terminal to the gateway or from the gateway to the terminal. This is especially used for voice and video conference applications.

Regenerative payload: payload that transforms and amplifies an uplink RF signal before transmitting it on the downlink. The transformation of the signal refers to digital processing that may include demodulation, decoding, re-encoding, re-modulation and/or filtering. 

Relay node: Relay of Uu radio interface. The relay function can take place at Layer 1, 2 or 3. 

Reliability: probability that the RAN performs in a satisfactory manner for a given period of time when used under specific operating conditions. The RAN may contain several access network components among which an NTN to achieve multi-connectivity or link aggregation.

Round Trip Delay: time required for a network communication to travel from a terminal to the gateway or from the gateway to the terminal and back. This is especially used for web based applications.

Satellite: a space-borne vehicle embarking a bent pipe payload or a regenerative payload telecommunication transmitter, placed into Low-Earth Orbit (LEO) typically at an altitude between 500 km to 2000 km, Medium-Earth Orbit (MEO) typically at an altitude between 8000 to 20000 km, or Geostationary-satellite Earth Orbit (GEO) at 35 786 km altitude. 

Space-borne vehicles: Satellites including Low Earth Orbiting (LEO) satellites, Medium Earth Orbiting (MEO) satellites, Geostationary Earth Orbiting (GEO) satellites as well as Highly Elliptical Orbiting (HEO) satellites

User Connectivity: capability to establish and maintain data / voice / video transfer between networks and Terminals

User Throughput: data rate provided to a terminal

3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

AWGN:
Additive White Gaussian Noise

BLOS:
Beyond Line of Sight

BS:
Base Station

BW:
Bandwidth

C2:
Control and Command

eMBB:
enhanced Mobile Broadband

FOTA:
Firmware Over The Air services

FSS:
Fixed Satellite Services

GEO:
Geostationary Earth Orbiting

gNB:
next Generation Node B

GW:
Gateway

HD:
High Definition

HEO:
Highly Elliptical Orbiting

IoT:
Internet of Things

KPI:
Key Performance Indicator

IMUX:
Input MUltipleXer

ISL:
Inter-Satellite Links

LEO:
Low Earth Orbiting

LMS:
Land Mobile Satellite

LoS:
Line of Sight

Mbps:
Mega bit per second

MEO:
Medium Earth Orbiting

mMTC:
massive Machine Type Communications

MS:
Mobile Services

MSS:
Mobile Satellite Services

NGSO:
Non Geostationary Satellite Orbit

NT:
Non Terrestrial

NTN: 
Non Terrestrial Network

OMUX:
Output MUltipleXer

POI:
Point of Interest

RAN:
Radio Access Network

RAT:
Radio Access Technology

SOTA:
Software Over The Air services

TV:
Television

UAS:
Unmanned Aerial System

UE:
User Equipment

URLCC:
ultra-Reliable Low latency Communications
4
Non-Terrestrial Networks Overview – background information
4.1
Roles for Non-Terrestrial Networks in 5G system

Thanks to the wide service coverage capabilities and reduced vulnerability of space/airborne vehicles to physical attacks and natural disasters, Non-Terrestrial Networks are expected to
-
foster the roll out of 5G service in un-served areas that cannot be covered by terrestrial 5G network (isolated/remote areas, on board aircrafts or vessels) and underserved areas (e.g. sub-urban/rural areas) to upgrade the performance of limited terrestrial networks in cost effective manner,

-
reinforce the 5G service reliability by providing service continuity for M2M/IoT devices or for passengers on board moving platforms (e.g. passenger vehicles-aircraft, ships, high speed trains, bus) or ensuring service availability anywhere especially for critical communications, future railway/maritime/aeronautical communications, and to

-
enable 5G network scalability by providing efficient multicast/broadcast resources for data delivery towards the network edges or even user terminal.

The benefits relate to either Non-Terrestrial networks operating alone or to integrated terrestrial and Non-Terrestrial networks. They will impact coverage, user bandwidth, system capacity, service reliability or service availability, energy consumption, connection density (See [5]).
A role for Non-Terrestrial Network components in the 5G system is expected for the following verticals: transport, Public Safety, Media and Entertainment, eHealth, Energy, Agriculture, Finance, Automotive.

4.2
5G Use Cases wherein Non-Terrestrial Network components have a role
4.2.1
5G use cases introduction

A use case, typically refers to the interactions between a role and a system, to achieve a specific goal. Hence, it is necessary to identify the goal of the service enabled by a Non-Terrestrial network component integrated in the 5G system.

The tables in the clauses after respectively identify for each of the 5G service enablers, the use cases wherein Non-Terrestrial Network components have a role to play.

-
5G service enablers refer to eMBB (enhanced Mobile Broadband), uRLCC (ultra-Reliable Low latency Communications) and mMTC (massive Machine Type Communications).

-
5G use cases correspond to the interactions between a stakeholder (user, operator, service provider) and the 5G system, to achieve a specific goal.

-
The role of the Non-Terrestrial Network refers to services enabled by the Non-Terrestrial Network component in the 5G system to support the use case.

-
3GPP reference documents are provided in which the use cases are mentioned.
NOTE:
While the propagation delay of satellite systems may be an issue for certain applications requiring ultra low latency applications, the importance of satellite for Critical Communications including public safety communications thanks to their dependability and large coverage is well known. 

Table 4.2.1-1: 5G use cases for Satellite access networks

	5G Service enabler
	5G Use case
	5G Use case description
	Satellite service
	3GPP References

	eMBB
	Multi connectivity
	Users in underserved areas (home or in Small Offices, big events in ad-hoc built-up facilities) are connected to the 5G network via multiple network technologies and benefit from 50 Mbps+. Delay sensitive traffic may be routed over short latency links while less delay sensitive traffic can be routed over the long latency links.
	Broadband connectivity to cells or relay node in underserved areas in combination with terrestrial wireless/cellular or wire line access featuring limited user throughput.


	TR 22.864, §5.5: Backhauling TR 22.863, §5.6: Fixed Mobile Convergence

TR 22.863, §5.7: Femto cell

TR 22.863, §5.4: Higher user mobility

TS 22.261 (related to §6.3)

	eMBB
	Fixed cell connectivity
	Users in isolated villages or industry premises (Mining, off shore platform) access 5G services and benefit from 50 Mbps+.


	Broadband connectivity between the core network and the cells in un-served areas (isolated areas).


	TR 22.863, §5.3: Deployment and coverage



	eMBB
	Mobile cell connectivity
	Passengers on board vessels or aircrafts access 5G services and benefit from 50 Mbps+.
	Broadband connectivity between the core network and the cells on board a moving platform (e.g. aircraft or vessels).


	TR 22.863, §5.3: Deployment and coverage

TS 22.261 (related to §7.1)

	eMBB
	Network resilience
	Some critical network links requires high availability which can be achieved through the aggregation of two or several network connections in parallel. 

The intent is to prevent the primary network connection outage.
	Secondary/backup connection (although potentially limited in capability compared to the primary network connection).


	TR 22.862, §5.5: Higher availability

TS 22.261 (related to §6.3)

	eMBB
	Trunking
	A network operator may want to deploy or restore (disaster relief) 5G service in an isolated area (not connected to public data network).

A network operator may want to interconnect various 5G local access network wide apart
	Broadband connectivity between the public data network and a mobile network anchor point or between the anchor points of two mobile networks.


	TR 22.863, §5.3: Deployment and coverage



	eMBB
	Edge network Delivery 
	Media and entertainment content such as live broadcasts, ad-hoc broadcast/multicast streams, group communications, Mobile Edge Computing’s Virtual Network Function updates are transmitted in multicast mode to a RAN equipment at the network edge where it may be stored in a local cache or further distributed to the User Equipment.

The intent is to off load popular content from the mobile network infrastructure (especially at backhaul level).
	Broadcast channel to support Multicast delivery to 5G network edges.


	TR 22.864, §5.4: Efficient content delivery

TS 22.261 (related to §6.6)

	eMBB
	Mobile cell hybrid connectivity
	Passengers on board public transport vehicles (e.g. high speed/regular trains, buses, river boats) access reliable 5G services. They are served by a base station which is connected by a hybrid cellular/satellite connection. The cellular connectivity may be intermittent and limited user throughput.


	Broadband connectivity combined with terrestrial cellular access to connect a cell/group of cells or relay node(s) on board moving platforms. 
	TR 22.863, §5.3: Deployment and coverage

TR 22.862, §5.5: Higher availability

TS 22.261 (related to §7.1)

	eMBB
	Direct To Node broadcast
	TV or multimedia service delivery to home premises or on board a moving platform
	Broadcast/Multicast service to access points in homes or on board moving platforms.
	TR 22.864, §5.4: Efficient content delivery

TS 22.261 (related to §6.6)

	mMTC
	Wide area IoT service
	Global continuity of service for telematic applications based on a group of sensors/actuators (IoT devices, battery activated or not) scattered over or moving around a wide area and reporting information to or controlled by a central server.

These sensors and/or actuators may be used for example the following telematics applications:

· Automotive and road transport: high density platooning, HD map updates, Traffic flow optimisation, Vehicle software updates, automotive diagnostic reporting, user base insurance information (e.g. speed limit, driving behaviour), safety status reporting (e.g. air-bag deployment reporting), advertising based revenue, Context awareness information (e.g. neighbouring bargain opportunities based on revenue), remote access functions (e.g. remote door unlocking).

· Energy: Critical surveillance of oil/gas infrastructures (e.g. pipeline status) 

· Transport: Fleet management, asset tracking, digital signage, remote road alerts

· Agriculture: Livestock management, farming 


	Connectivity between IoT devices (battery activated sensors/actuators or not) and spaceborne platform. Continuity of service across spaceborne platforms and terrestrial base stations is needed.
	TR 22.861, §5.2: connectivity aspects

TR 22.864, §5.6: Access

TR 22.862, §5.1: Higher reliability and lower latency

TS 22.261 (related to §6.2.3 Service continuity acriss different access technologies)

	mMTC
	Local area IoT service
	Group of sensors that collect local information, connect to each other and report to a central point. The central point may also command a set of actuators to take local actions such as on-off activities or far more complex actions.

The sensors/actuators served by a local area network may be located in a smart grid sub-system (Advanced Metering), on board a moving platform (e.g. container on board a vessel, a truck or a train).
	Connectivity between mobile core network and base station serving IoT devices in a cell or a group of cells.
	TR 22.863, §5.3: Deployment and coverage

TS 22.261 (related to §7.1)

	eMBB
	Direct to mobile broadcast
	Public safety authorities wants to be able to instantaneously alert/warn the public (or specific subsets thereof) of catastrophic events and provide guidance to them during the disaster relief while the terrestrial network might be down.

Automotive industry players, are interested to provide instantaneously Firmware/Software Over The Air services (FOTA/SOTA) to their customers wherever they are. This will include information updates such as map information including points of interest (POI), real-time traffic, weather, and early warning broadcasts (e.g. floods, earthquakes and other extreme weather situations, as well as terror attacks), parking availability, infotainment, etc.

Media and entertainment industry can provide entertainment services in vehicles (cars, buses, trucks).
	Broadcast/Multicast service directly to User Equipment whether handheld or vehicle mounted. 
	TR 22.864, §5.4: Efficient content delivery

TR 22.862, §5.6: Mission critical services
TS 22.261 (related to)

	eMBB
	Wide area public safety
	Emergency responders, such as polices, fire brigates, and medical personals can exchange messaging and voice services in outdoor conditions anywhere they are and achieve continuity of service whatever mobility scenarios.
	Access to User Equipment (handset or vehicle mounted). 
	TR 22.862, §5.6: Mission critical services
TS 22.261 (related to)

	eMBB 
	Local area public safety
	Emergency responders, such as polices, fire brigates, and medical personals can set up a tactical cell wherever they need to operate. This cell can be connected to the 5G system via satellite to exchange data, voice and video based services between the public safety users within a tactical cell or with the remote coordination centre.
	Broadband connectivity between the core network and the tactical cells. 
	TR 22.862, §5.6: Mission critical services
TS 22.261 (related to)


Table 4.2.1-2: 5G use cases for Aerial access networks

	5G Service enabler
	5G Use case
	5G Use case description
	Aerial access service
	3GPP References

	eMBB
	Hot spot on demand
	Users in un/underserved areas (big events) are connected to the 5G network and benefit from 50 Mbps+.
	Broadband connectivity to cells or relay node in un/underserved areas.
	TR 22.863, §5.3: Deployment and coverage

TS 22.261 (related to)

	eMBB
	Regional area public safety
	Emergency responders, such as polices, fire brigates, and medical personals can exchange messaging, voice and video services in indoor/outdoor conditions anywhere they are and whatever mobility scenarios.
	Access to User Equipment (handset or vehicle mounted).

Adhoc connectivity between two cells 
	TR 22.862, §5.6: Mission critical services

TS 22.261 (related to)


4.3
Satellite and aerial access network architecture principles
Non-Terrestrial Network access typically features the following system elements:

-
NTN Terminal: It may refer to directly the 3GPP UE or a terminal specific to the satellite system in case the satellite doesn’t serve directly 3GPP UEs.

-
A service link which refer to the radio link between the user equipment and the space/airborne platform

-
A space or an airborne platform embarking a payload which may implement either a bent-pipe or a regenerative payload configuration:
-
A bent pipe payload: Radio Frequency filtering, Frequency conversion and amplification:

-
A regenerative payload: Radio Frequency filtering, Frequency conversion and amplification as well as demodulation/decoding, switch and/or routing, coding/modulation. This is effectively equivalent to having base station functions (e.g. gNB) on board the space/airborne vehicle
-
Inter satellite/aerial links in case of regenerative payload and a constellation of satellites. ISL may operate in RF frequency or optical bands

-
Gateways that connect the satellite or aerial access network to the core network

-
Feeder links which refer to the radio links between the Gateways and the space/airborne platform

We shall distinguish between two types of Satellite access network

-
Broadband access network serving Very Small Aperture Terminals that can be fixed or mounted on a moving platform (e.g. bus, train, vessel, aircraft, etc.). Broadband, in such system, refer 50 Mbps+ data rate and even up to several hundred Mbps on the downlink. The service links operate in frequency bands allocated to satellite services (Fixed, Mobile) above 6 GHz. 

-
Narrowband access network serving terminals equipped with Omni or semi directional antenna (e.g. handheld terminal). Narrowband, in such system, refer to less than 1 or 2 Mbps data rate on the downlink. The service links operate typically in frequency bands allocated to mobile satellite services below 6 GHz.

It is also helpful to distinguish between satellite systems with inter-satellite links (ISL) and those without ISL.

For Aerial networks, we consider a configuration where base station functions are on board the airborne vehicle. The purpose of such network component is to provide any of 5G service enablers to handheld devices.

Based on these principles, the figures below illustrate possible satellite and aerial access network architectures.
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Figure 4.3-1: Satellite access network (No ISL) which service link operates above 6 GHz frequency bands allocated to Fixed and Mobile Satellite Services (FSS and MSS)

[image: image4.emf]Public

Data 

network

Very Small

Aperture Terminal

Gateway

Spaceborne

Platform

Service

link

Feeder

link

Core

network

Inter

Satellite

link

Spaceborne

Platform


Figure 4.3-2: Satellite access network which service link operates above 6 GHz frequency bands allocated to Fixed and Mobile Satellite Services (FSS and MSS)
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Figure 4.3-3: Satellite access network which service link operates below 6 GHz frequency bands allocated to Mobile Satellite Services (MSS)
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Figure 4.3-4: Aerial access network which service link operates below 6 GHz frequency bands allocated to Mobile Services (MS)
It is recommended to select a range of deployment scenarios with either bent pipe or regenerative payloads. Note that the technical details of implementing the ISL interface is beyond the scope of this study.
4.4
Characteristics of NTN Terminals for satellite / aerial access network
Table 4.4-1 gives the minimum RF characteristics of the terminals operating respectively in Ka band (e.g. very small aperture terminals) and in S band (e.g. handheld terminals).

Table 4.4-1: Typical minimum RF characteristics of UE in satellite and aerial access networks
	
	Very Small Aperture Terminal (fixed or mounted on moving platforms)
	Handheld or IoT devices (3GPP class 3, see [2])

	Frequency band
	Downlink: 19.7-21.2 GHz

Uplink: 27.5 – 30.0 GHz
	Downlink: 2170-2200 MHz

Uplink: 1980-2010 MHz

	Transmit Power
	2 W (33 dBm)
	200 mW (23 dBm)

	Antenna type
	60 cm equivalent aperture diameter (circular polarisation)
	Omnidirectional antenna (linear polarisation)

	Antenna gain
	Tx: 43.2 dBi

Rx: 39.7 dB
	Tx and Rx: 0 dBi

	Noise figure
	1.2 dB
	9 dB

	EIRP
	45.75 dBW
	-7 dBW

	G/T (NOTE 1)
	18.5 dB/K
	-33.6 dB/K

	Polarisation (NOTE 2)
	Circular
	Linear

	NOTE 1:
For the computation of G/T or figure of merit, following formula applies in dB:

G/T = Ga – NF – 10*LOG (To+(Ta-To)/(100.1*NF))

Where:
-
Antenna Gain : Ga in dBi

-
Ambient Temperature : T0 (usually 290 K)

-
Antenna temperature : Ta (typically 290 K with 0 dBi gain and 150 K with >30 dBi gain)

-
Noise Figure: NF in dB

NOTE 2:
For S band, we assume that the User Equipment features an omni-directional antenna of linear polarization, while the antenna on board space-borne or airborne platforms features typically circular polarization. Hence a polarization mismatch of 3 dB has to be taken into account for the radio link budget computation. This will impact the UE RF characteristics as below: 

-
Equivalent EIRP of 20 dBm (-10 dBW) under satellite coverage.

-
Equivalent G/T of -36,6 dB/K under satellite coverage.


The study selects at least 2 Deployment scenarios each with both frequency bands (S and Ka bands).

4.5
Air/Space borne vehicle characteristics
Table 4.5-1 provides characteristics of aerial and satellite vehicles that are relevant for the purpose of the study item:

Table 4.5-1: Typical characteristics of Airborne or Space-borne vehicles
	Characteristics
	Geostationary satellites
	Non-Geostationary satellites
	Airborne platforms

	Altitude
	35 786 km
	Low Earth Orbiting satellites: From 600 km up to 1500 km

Medium Earth Orbiting satellites: From 7000 up to 20000 km
	Typically from 8 to 50 km

	Motion
	Typically within a cube of 50-100 km side around the theoretical orbital position fixed in terms of elevation/azimuth with respect to a given earth point
	We shall assume here only circular orbits around the earth
	Typically in motion within TBD km from the theoretical position fixed in terms of elevation/azimuth with respect to a given earth point

	Elevation angle (NOTE 1)
	Typically more than 10° for user terminal and more than 5° for gateways

	NOTE 1:
The minimum Elevation angle refers to the minimum angle under which the flying platform can be seen by a terminal. Below is a summary table of minimum elevation angles for different types of satellite and HAPS based systems applications.


The characteristics of the air/space-borne vehicles create specific Doppler and propagation delay conditions that NR has to cope with.
Table 4.5-2: Typical elevation angles in airborne and satellite based systems
	Satellite & HAPS Systems
	Minimum Elevation Angle for terminals
	Rationale/remarks

	International GEO (Trunking)
	5 deg
	Serving earth stations equipped with very large antennas

	Regional GEO
	10 deg
	Addressing regions in lower and medium latitude

	International (GEO) Maritime
	5 deg
	Addressing large ships

	Aeronautical
	20 deg
	Taking into account aero-dynamic constraints prevents operation at lower angles

	Vehicles
	15 deg
	Taking into account road conditions, terrain, and vehicle mechanics

	Non GSO
	10 to 30 deg
	Ensuring service continuity optimising the number of satellite

	HAPS
	10 deg
	Maximising the service area


4.6
Coverage pattern of NTN

Satellite or aerial vehicles typically generate several beams over a given area. The foot print of the beams are typically elliptic shape.

The beam footprint may be moving over the earth with the satellite or the aerial vehicle motion on its orbit. Alternatively, the beam foot print may be earth fixed, in such case some beam pointing mechanisms (mechanical or electronic steering feature) will compensate for the satellite or the aerial vehicle motion.

Table 4.6-1: Typical beam foot print size
	Attributes
	GEO
	Non-GEO
	HAPS

	Beam foot print size in diameter
	200 – 1000 km
	100 – 500 km
	50 - 200 km


Typical beam patterns of various NTN access networks are depicted below:
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Figure 4.6-1: NTN Beam patterns
4.7
Non-Terrestrial Network architecture options
Here under are depicted the possible options of NTN architecture in 5G context based on the RAN architecture principles described in [3]:
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Figure 4.7-1: NTN featuring an access network serving UEs and based on a satellite/aerial with bent pipe payload and gNB on the ground (Satellite hub or gateway level)
In figure 4.7-1, the satellite or the aerial will relay a "Satellite friendly" NR signal between the gNB and the UEs in a transparent manner.
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Figure 4.7-2: NTN featuring an access network serving UEs and based on a satellite/aerial with gNB on board

In figure 4.7-2, the satellite or the aerial embarks full or part of a gNB to generate/receive a "Satellite friendly" NR signal to/from the UEs. This requires sufficient on board processing capabilities to be able to embark gNB or Relay Node functions.
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Figure 4.7-3: NTN featuring an access network serving Relay Nodes and based on a satellite/aerial with bent pipe payload
In figure 4.7-3, the satellite or the aerial will relay a "Satellite friendly" NR signal between the gNB and the Relay Nodes in a transparent manner.
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Figure 4.7-4: NTN featuring an access network serving Relay Nodes and based on a satellite/aerial with gNB

In figure 4.7-4, the satellite or the aerial embarks full or part of a gNB to generate/receive a "Satellite friendly" NR signal to/from the Relay Nodes. This requires sufficient on board processing capabilities to be able to include gNB or a Relay Node functionality.

Table 4.7-1: 5G system elements mapping in NTN architecture

	5G elements - NTN elements mapping

	NTN architecture options
	NTN Terminal
	Space or HAPS 
	NTN Gateway

	A1: access network serving UEs via bentpipe satellite/aerial
	UE
	Remote Radio Head

(Bent pipe relay of Uu radio interface signals)
	gNB

	A2: access network serving UEs with gNB on board satellite/aerial
	UE
	gNB or Relay Node functions
	Router interfacing to Core network

	A3: access network serving Relay Nodes via bent pipe satellite/aerial
	Relay Node
	Remote Radio Head

(Bent pipe relay of Uu radio interface signals)
	gNB

	A4: access network serving Relay Nodes with gNB on board satellite/aerial
	Relay Node
	gNB or Relay Node functions
	Router interfacing to Core network


5
Non-Terrestrial Networks deployment scenarios
5.1
Scenarios overview

Based on the NTN overview background information presented in clause 4 and in examples of deployment scenarios, defined in the TR 38.913 [5] under clause 6.1.12 "Satellite extension to Terrestrial", the following Non-Terrestrial Network (NTN)  reference deployment scenarios are down selected and will be further detailed in the study and used for the evaluations:

Table 5.1-1: Reference Non-Terrestrial Network Deployment scenarios to be considered in the NR-NTN study

	Main attributes
	Deployment-D1
	Deployment-D2
	Deployment-D3
	Deployment-D4
	Deployment-D5

	Platform orbit and altitude
	GEO at 35 786 km
	GEO at 35 786 km
	Non-GEO down to 600 km
	Non-GEO down to 600 km
	HAPS between 8 km and 50 km

	Carrier Frequency on the link between Air / space-borne platform and UE
	Around 20 GHz for DL

Around 30 GHz for UL (Ka band)
	Around 2 GHz for both DL and UL (S band)
	Around 2 GHz for both DL and UL (S band)
	Around 20 GHz for DL

Around 30 GHz for UL (Ka band)
	Below 6 GHz

	Beam pattern
	Earth fixed beams
	Earth fixed beams
	Moving beams
	Earth fixed beams
	Earth fixed beams

	Duplexing
	FDD
	FDD
	FDD
	FDD
	FDD

	Channel Bandwidth 

(DL + UL)
	Up to 2 * 800 MHz
	Up to 2 * 20 MHz
	Up to 2 * 20MHz
	Up to 2 * 800 MHz
	Up to 2 * 80 MHz

	NTN architecture options (See clause 4)
	A3
	A1
	A2
	A4
	A2

	NTN Terminal type
	Very Small Aperture Terminal (fixed or mounted on Moving Platforms) implementing a relay node
	Up to 3GPP class 3 UE [2] 
	Up to 3GPP class 3 UE [2]
	Very Small Aperture Terminal (fixed or mounted on Moving Platforms) implementing a Relay node
	Up to 3GPP class 3 UE [2]

	NTN terminal Distribution
	100% Outdoors
	100% Outdoors
	100% Outdoors
	100% Outdoors
	Indoor and Outdoor

	NTN terminal Speed
	up to 1000 km/h (e.g. aircraft)
	up to 1000 km/h (e.g. aircraft)
	up to 1000 km/h (e.g. aircraft)
	up to 1000 km/h (e.g. aircraft)
	up to 500 km/h (e.g. high speed trains)

	
	
	
	
	
	

	Main rationales
	GEO based indirect access via relay node 
	GEO based direct access 
	Non-GEO based direct access 
	Non-GEO based indirect access via relay node
	Support of low latency services for 3GPP mobile UEs, both indoors and outdoors

	Supported Uses cases, see clause 4
	1/ eMBB: multi-connectivity, fixed cell connectivity, mobile cell connectivity, network resilience, Trunking, edge network delivery, Mobile cell hybrid connectivity, Direct To Node multicast/ broadcast
	FFS
	FFS
	1/ eMBB: multi-homing, fixed cell connectivity, mobile cell connectivity, network resilience, Trunking, Mobile cell hybrid connectivity


	1/ eMBB: Hot spot on demand


The scenarios attributes used in the Table 5.1-1 are described below.

Only the main attributes are discussed in this clause, for simplification purposes. Complementary attributes that should be set up for each scenario are described in the clause 7.

The use cases mentioned in the Table 5.1-1, are described in clause 4.2.1.

5.2
Attributes
Platform orbit and altitude

This attribute stands for the Platform orbit type (GEO, Non-GEO) and its altitude.

A platform is either a satellite (alias space-borne vehicle), or a HAPS (airborne vehicle).

See clause 4.5 for further characteristics of Air / space borne vehicles.
Carrier frequency between air / space-borne platform and UE

In a first approach and for evaluation purposes, the following frequency bands will be studied:

-
For VSAT, Ka band: Downlink: 19.7 - 21.2 GHz, Uplink: 29.5 – 30.0 GHz 

-
For UE, S band: Downlink: 2170 - 2200 MHz, Uplink: 1980 - 2010 MHz

The UE characteristics are described in clause 4.4.

Note that satellites are deployed in wide range of frequency bands, including:

-
L band (1-2 GHz), 

-
S band (2 – 3 GHz)

-
C band (3.4 - 6.725 GHz), 

-
Ku band (10.7 - 14.8 GHz), 

-
Ka band (17.3 - 21.2 GHz, 27.0 - 31.0 GHz) 

-
Q/V bands (37.5 - 43.5 GHz, 47.2 - 50.2 GHz and 50.4 - 51.4 GHz) and more.
Note that NR can be considered to operate in any of these frequency bands.

Beam pattern

Beam pattern stands for "beam coverage pattern". It is described in clause 4.6.

Access scheme
For these scenarios, the FDD (Frequency Division Duplexing) is selected, versus TDD (Time Division Duplexing).

FDD means that the transmitter and the receiver operate at different carrier frequencies. Uplink and downlink sub-bands are separated by the named frequency offset. 

Channel Bandwidth (DL + UL)

This scenario attribute stands for the available bandwidth for channels, for DL and for UL. It depends on the used carrier frequencies. For evaluation purposes, we will consider:
-
For Satellite networks operating in Ka band, the bandwidth is up to 800MHz on both Downlink and Uplink  

-
For Satellite networks operating in S band, the bandwidth is up to 20MHz on both Downlink and Uplink

-
For Aerial networks operating in the band below 6GHz, the bandwidth is up to 80MHz on both Downlink and Uplink
NTN architecture options

See clause 4.7.
NTN terminal type

For initial evaluation purposes:

-
The VSAT transmit power will be set to 33dBM (2W), with a 60 cm equivalent aperture diameter (circular polarisation).

-
For each 3GPP FDD power class (PC), the maximum output Power is: 33dBm (2W) for PC 1, 27dBm (0.5W) for PC 2 and 23dBm (0.20W) for the PC 3, with an omnidirectional antenna.  In a 1st approach and for evaluation purposes, the PC 3 UE will have a Transmit Power set to 23dBm (0.20W).

Relay node is defined in clause 3.1.

See clause 4.4 for further characteristics of UE of satellite / aerial access network.
NTN terminal distribution

This attribute is set to either:

-
100% outdoors UEs,

-
100% indoors UEs,

-
Or mixed indoors & outdoors UE distribution
NTN terminal Speed

This attribute is a generic term. It stands for:

-
High speed / low speed UE

-
High speed / low speed platform (such as Trains, Boats embedding base stations )

For evaluation purposes, the selected maximum values are:

-
1000 km/h (e.g. aircraft)

-
500 km/h (e.g. high speed trains)

The scenario will be studied at least in the worst case, i.e. with a speed maximum value.

Another term is "motion". See clause 4.5 for further characteristics on air / space borne platform.

5.3
Doppler and Propagation delay characterisation

5.3.1
Methodology

We shall distinguish between geostationary satellite, non geo stationary satellite and HAPS platforms.

5.3.1.1
Propagation delay

We consider the one way propagation delay as the delay:

-
from the Gateway to the UE via the space/airborne platform (bent pipe payload)

-
from the space/airborne platform to the UE (regenerative payload)

The Round Trip Time corresponds to the two way propagation delay:

-
from the Gateway to the UE via the space/airborne platform and return (bent pipe payload)

-
from the space/airborne platform to the UE and return (regenerative payload)

For the propagation delay analysis, we consider a minimum gateway elevation angle of 5° (the elevation angle of the space/air borne platform from the Gateway). While the minimum terminal elevation angle is typically 10°.
The actual propagation delay depends on the space/airborne platform altitude and respective position of the gateway and terminal.

5.3.1.2
Differential delay

The differential delay corresponds to the difference of propagation delays between two chosen points that are at some specific positions: for instance at nadir and Edge of Coverage, or whatever as we will see for Geostationary.
The path to gateway is likely to be the same for all terminals, but this just to simplify the computation.

5.3.1.3
Doppler shift/variation

Doppler shift: Shift of the signal frequency due to the motion of the receiver, the transmitter or both.

Doppler variation rate: During time, the Doppler shift is evolving. This is called the Doppler variation rate or simply Doppler rate.

The Doppler shift and Doppler variation depend on the relative speed of the space/airborne platforms, the speed of the UE, and the carrier frequency.

The figure below recalls the basic geometry of the system.  The carrier frequency of the signal received at satellite is suffering from the motion of the transmitter. The Doppler on the signal received by the UE from the satellite is also impacted by the motion of the UE in addition to the motion of the satellite or HAPS. Since both the air/spaceborne vehicle and the UE are moving relatively to the Earth, their respective effects can be added algebraically.
In the present document, we can follow a non-relativistic approach to compute the Doppler shift and variation rate given that the ratio between the relative speed of the transmitter or receiver and the light velocity is negligible.

-
For a terminal at a speed of 1000 km/h (or 0.277 km/s): this ratio is 0.277/300000 = 0.00009

-
For a relative speed of Non-Geo satellite of 7.5 km/s (orbital speed): the ratio is 0.000025

The signal received by the satellite at a nominal carrier frequency Fo is affected by a Doppler shift.
The Doppler shift is computed with the formula: 
Doppler shift formula: ∆F = Fo*V* cos (θ)/c

Where 

-
Fo: nominal carrier frequency

-
V = UE velocity

-
Θ is the angle between the velocity vector  V of the mobile (Transmitter or receiver ) and the direction of propagation of the signal between the UE and the space/airborne platform.

[image: image12.emf]V

Angle θ


Figure 5.3.1.3-1: Definition of the theta angle between space/airborne platform and the direction of the UE in motion

When a transmitter is moving away from a receiver, ∆F is negative.
When a transmitter is moving towards a receiver, ∆F is positive.

The Doppler shift variation corresponds to the variation of the Doppler shift over time. In other words, it refers to the derivative of the Doppler shift function of time.

5.3.2
Geo-stationary platforms

Geostationary platform are orbiting at 35786 km altitude in the equatorial plan, and is fixed with respect to the earth. Nevertheless, due to some imperfection of the terrestrial potential, the satellite has some motion around its orbital position, as described in a  further section.

5.3.2.1
Propagation delay
One should distinguish between

-
Bent pipe payloads

-
One way propagation delay is the sum of feeder link propagation delay  and  user link propagation delay, thus the propagation delay between Gateway and UE via the satellite

-
Round Trip Time is the delay over the path, Gateway-Satellite-UE-Satellite-Gateway. It corresponds to twice the one way propagation delay

-
Regenerative payloads (decoding/coding on board)

-
One way propagation delay is the propagation delay between the satellite to UE
-
Round Trip Time is the delay over path: satellite-UE-satellite
In both cases the transit time and/or processing time are not taken into account.

For the propagation delay computation, the min elevation angle is set at 5° for the Gateway , and is set at 10°for the terminal can be set at various elevation angles, but we consider that the worst case is 10° elevation angle.

The following table summarises the different situation and the different distances in km and the different propagation delays in ms.

Table 5.3.2.1-1: Propagation delays for GEO satellite at 35786 km

	 
	 GEO at 35786 km

	Elevation angle
	Path
	D (km)
	Time (ms)

	UE :10°
	satellite - UE
	40586
	135.286

	GW : 5°
	satellite - gateway
	41126.6
	137.088

	90°
	satellite - UE
	35786
	119.286

	Bent Pipe satellite

	One way delay
	Gateway-satellite_UE
	81712.6
	272.375

	Round trip Time
	Twice
	163425.3
	544.751

	Regenerative Satellite

	One way delay
	Satellite -UE
	40586
	135.286

	Roundtrip Time
	Satellite-UE-Satellite
	81172
	270.572


5.3.2.2
Differential delay
In this clause, we compute the differential delays between some points that are at some specific positions : for instance at nadir and Edge of Coverage.

The path to gateway is supposed to be the same for all UEs.

Table 5.3.2.2-1: Differential Delay for GEO satellite

	GEO at 35786 km

	
	Delta D (km)
	Delta Time (ms)

	Differential One way delay between nadir and EOC paths
	4800
	16

	Percentage of the difference compared to maximum delay (bent pipe)
	
	5.9 %

	Percentage of the difference compared to maximum delay (regenerative satellite)
	
	11.9 %


For Geostationary satellites we have also taken a satellite located at 10 ° E and we have computed different differential delays between some points, provided all points were linked to the same Gateway.

The table is valid for both bent pipe satellite and regenerative satellite.

Table 5.3.2.2-2: Differential delay examples

	Duo of Cities
	Delta Time(ms)

	Paris-Marseille
	1.722

	Lille-Toulouse
	2.029

	Brest-Strasbourg
	0.426

	Oslo-Tromsoe
	-3.545

	Oslo-Svalbard
	-6.555

	Oslo-Paris
	3.487


5.3.2.3
Doppler shift
In principle, the Geostationary satellite is fixed and therefore no Doppler shift is induced except the one due to the UE possible motion.

In reality the satellite is moving around its nominal orbital position, due to some second order terms of the terrestrial potential.

The satellite must be kept to inside a box described here below. The satellite is typically maintained inside a box that has the following dimensions, by thrust or plasmic propulsion.
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Figure 5.3.2.3-1: Trajectory box for a Geostationary satellite

Without maintaining the satellite inside the box, the motion could be a higher value like inclination up to +/6 °.

We take the hypothesis that the satellite is kept in the limited box. The trajectory that the satellite follows is an “8” as shown in next figure. The plane is seen from the centre of the Earth. The blue arrows in the next figure indicate the sense of motion of the satellite around its orbital position So.

[image: image14.emf]W

E

S1

S3

S4

S2

Equatorial plan

N

S

So


Figure 5.3.2.3-2: Geostationary satellite trajectory

In the figure above, the trajectory of the satellite is represented as seen from a point at the equator having same longitude as the nominal Geostationary satellite orbital position.

A geostationary satellite will cover the whole trajectory in 24 Hours.
The average tangential velocity of a geostationary satellite with respect to an earth point is around 2.74 m/s.

Satellite maintained in a typical trajectory box (see figure 2) characterised by
-
+/- 37.5 km in both latitude and longitude directions corresponding to an aperture angle of +/- 0.05 °.

-
+/- 17.5 km in the equatorial plane.
To illustrate the Doppler shift computation using the Doppler Shift formula, we shall consider some concrete cases:

-
Geostationary Satellite at 10 ° E (over Europe)

-
First a High Speed Train (500 km/h) from Paris to Lille (France) and from Paris to Strasbourg (France)

-
Secondly an air plane (1000 km/h) moving in the same directions.

We first compute the Doppler shift while supposing the satellite has no motion, but on a moving UE, and secondly we evaluate the impact of the satellite motion on a fixed UE.

First case: Satellite is considered fixed with respect to earth point

In the high speed train going north from Paris the obtained Doppler shift is provided here below

Table 5.3.2.3-1: Examples of Doppler shift with GEO and a terminal on board a High Speed Train in opposition direction

	Frequency
	2GHz
	20 GHz
	30 GHz

	Doppler shift (Hz)
	-707
	-7074
	-10612


Table 5.3.2.3-2: Example of Doppler shift with GEO and a terminal on board an aircraft in opposition direction
	Frequency
	2GHz
	20 GHz
	30 GHz

	Doppler shift (Hz)
	-1414
	-14149
	-21224


And going from Paris to east.

Table 5.3.2.3-3: Example of Doppler shift with GEO and in High Speed Train

	Frequency
	2GHz
	20 GHz
	30 GHz

	Doppler shift (Hz)
	147
	1478
	2217


Table 5.3.2.3-4: Example of Doppler shift with GEO and in a plane

	Frequency
	2GHz
	20 GHz
	30 GHz

	Doppler shift (Hz)
	295
	2956
	4434


For instance a train moving from Paris to Lille at 500 km/h will take 30 mn to reach Lille.

The Doppler  variation is only  -2 Hz. The Doppler variation is therefore less than -1 mHz/s.

Note that the maximum absolute Doppler shift value due the motion of an air plane is

-
1.851 kHz in S band, and

-
18.51 kHz at 20 GHz, and 

-
27.7 KHz at 30 GHz, 

However these values are reached only when cos (θ) is equal to 1 or -1. Where θ is the angle between the vector speed and the direction of wave propagation (the axis UE-Satellite).
Second case: Satellite is moving on its "8" 

When satellite is moving from S2 to S1, the Doppler shift in Paris is the following

Table 5.3.2.3-4:Example of Doppler shift when satellite is moving

	Frequency
	2 GHz
	20 GHz
	30 GHz

	Doppler shift (Hz)
	-0.25
	-2.4
	-4.0


When satellite is moving from S1 to S4, the Doppler shift in Paris is the following

Table 5.3.2.3-5:Example of Doppler shift when satellite is moving

	Frequency
	2 GHz
	20 GHz
	30 GHz

	Doppler shift (Hz)
	2.25
	22.5
	34


Doppler shift is higher than in the previous case, though still very low compared to the case of Non GEO satellites.

When satellite is in near GEO orbit with inclination up to 6°, the Doppler shift can reach around 300 Hz at 2 GHz, then 3000 Hz at 20 GHz and 4500 Hz at 30 GHz, which are still compatible with OFDM.

5.3.3
Aerial vehicle

The altitude of aerial vehicle also called HAPS (High Altitude Platforms) can be between 8 and 50 km. Here we shall consider 20 km as typical altitude.

The general architecture is presented in the following picture.
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Figure 5.3.3-1: HAPS system architecture

The coverage can be divided into small cells, and usually the minimum elevation angle for a Mobile Terminal is 5°.

The platform can move around its nominal position within a few kilometres at a maximum tangential velocity of 15 m/s.

This can result in maximum Doppler shift (in absolute value) of 100 Hz @ 2GHz, 1000 Hz @ 20 GHz and 1500 Hz @ 30 GHz due to Haps motion.
In S band, at 100 km/h a car will suffer a Doppler shift of +/- 185 Hz maximum

The Doppler variation can be evaluated with a car moving from one edge to another at 100 km/h , covering 450 km . The Doppler variation will be around -0.0025 Hz/s. So no impact on demodulation

At 5° elevation angle the distance to the aerial vehicle is 229 km, and if we suppose  the Gateway is at same distance

-
One way delay is around 1.526 ms

-
Round Trip Time is 3.053 ms

-
Differential delay between nadir and Edge of Coverage: 0.697 ms

5.3.4
Non geostationary satellites
The Non-Geostationary case comprises three examples

-
LEO  at 600 km

-
LEO at 1500 km

-
MEO at 10000 km

5.3.4.1
Propagation delay
In the case of bent pipe satellites, one way propagation delay is the sum of feeder link propagation delay  and  user link propagation delay, thus the propagation delay between Gateway and UE.

In the case of regenerative satellite, one way propagation delay  is the satellite to UE propagation delay.

In both cases the transit time and/or processing time are not taken into account.

In the case of bent pipe satellite, the Round Trip Time is the physical path duration of the path : Gateway-Satellite-UE-Satellite-Gateway, that is in fact twice the one way propagation delay.

In the case of regenerative satellite, the round trip delay is the delay corresponding to the following path :satellite-UE-satellite.
In the computation, Gateway is set at 5° (TBC) elevation angle, and terminal can be set at various elevation angles, but we consider that the reference case is 10° elevation angle for the propagation delay computation.

The following table summarises the different situations and the different distances in km and the different propagation delays in ms.
The results for the three cases of NGSO satellites are summarized in the next table.

Table 5.3.4.1-1: Propagation delays for different NGSO satellites (altitude and payload types)

	 
	 
	LEO at 600 km
	LEO at 1500 km
	MEO at 10000 km

	Elevation angle
	Path
	Distance D (km)
	Delay (ms)
	Distance D (km)
	Delay (ms)
	Distance D (km)
	Delay (ms)

	UE: 10°
	satellite - UE
	1932.24
	6,440
	3647.5
	12,158
	14018.16
	46.727

	GW: 5°
	satellite - gateway
	2329.01
	7.763
	4101.6
	13.672
	14539.4
	48.464

	90°
	satellite - UE
	600
	2
	1500
	5
	10000
	33.333

	Bent pipe satellite

	One way delay
	 Gateway-satellite_UE
	4261.2
	14.204
	7749.2
	25.83
	28557.6
	95.192

	Round Trip Delay
	 Twice 
	8522.5
	28.408
	15498.4
	51.661
	57115.2
	190.38

	Regenerative satellite

	One way delay
	Satellite -UE
	1932.24
	6.44
	3647.5
	12.16
	14018.16
	46.73

	Round Trip Delay
	Satellite-UE-Satellite
	3864.48
	12.88
	7295
	24.32
	28036.32
	93.45


5.3.4.2
Differential delay
In this clause, we compute the differential delays between some points that are at some specific positions : for instance at nadir and Edge of Coverage.

The path to gateway is supposed to be the same for all terminals.

Table 5.3.4.2-1: Differential Delay for LEO satellite
	
	LEO 600 km
	LEO 1500 km
	MEO 10000 km

	
	Delta Distance
	Delta Delay 
	Delta Distance
	Delta Delay
	Delta Distance 
	Delta Delay

	Differential One way delay between nadir and EOC paths
	1332.2 km
	4.44 ms
	2147.5 km
	7.158 ms
	4018.16 km
	13.4 ms

	Percentage of the maximum delay (bent pipe)
	
	31.26 %
	
	27.8 %
	
	14.1 %

	Percentage of the maximum delay (regenerative satellite)
	
	67 %
	
	58.9 %
	
	28.7 %


5.3.4.3
Doppler Shift and variation rate
The following picture summarizes the methodology used for Non Geostationary systems. We evaluate the Doppler shift which is maximum when the UE is located in the orbital plane.
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Figure 5.3.4.3-1: System Geometry for Doppler computation
The picture describing the system geometry shows the satellite “S” on its circular orbit. The vector V corresponds to the orbital speed vector.

The Doppler shift is computed for a Mobile Terminal “M” located in the orbital plan, and corresponds to the maximum value.

One of the impacting factors on the Doppler shift value is the angle between  [image: image18.png]


  and the speed vector[image: image20.png]


. Angle called θ.

-
The satellite is at an altitude h, and R is the earth radius.

-
The satellite has the velocity [image: image22.png]


, and the transmitted frequency is Fc.

-
The Doppler shift value Fd  due to satellite motion is expressed by the formula

-
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-
Where
-
θ is the angle between satellite velocity and the radius to the earth SO.

-
u the angle between [image: image26.png]
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-
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 is the vector between earth center and point on earth

-
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is the vector between earth center and the satellite

-
angle u is varying with the satellite motion: u(t) = V*t/(R+h) with t the time

-
α is the elevation angle to the satellite of the UT in M.

-
γ can be computed as follow: 
-
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-
The Doppler formula is obtained after some computation.

At this altitude the speed of the satellite in circular orbit is 7.5622 km.s-1. So we can use non-relativistic approximation to compute Doppler shift.

Also at first order we neglect the speed of earth which is 327 m/s at 45° latitude and 464 m/s at the equator.
For all Non GSO cases, the satellite speeds are the following

-
At 600 km : V =7.5622 km.s-1
-
At 1500 km : V =7.1172 km.s-1
-
At 600 km : V =4.9301 km.s-1
5.3.4.3.1
Case at 2 GHz
Both (Downlink) D/L and (Uplink)  U/L the signal is around 2GHz and we limit the curves at 2 GHz.
If we consider now a moving UE at 1000 km/h, and moving in the same direction than the satellite, we have determined the worst case impact in the following graph. We can define the bounds by adding the Doppler shift due to the satellite motion and the Doppler shift due to the UE motion.
All the curves are gathered in the next graphs, showing clearly the boundaries of the Doppler shift depending on the sense of motion between the satellites and the UE.

Three NON  GSO satellites cases are provided.
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Figure 5.3.4.3.1-1: Case with 2 GHz signal at 600 km on D/L and U/L: fixed UE and UE in motion
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Figure 5.3.4.3.1-2: Case with 2 GHz signal at 1500 km: fixed UE and UE in motion
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Figure 5.3.4.3.1-3: Case with 2 GHz signal at 10000 km: fixed UE and UE in motion

5.3.4.3.2
Case in Ka band
There are two cases

-
Downlink at 20 GHz

-
Uplink at 30 GHz

If we consider now a moving UE at 1000 km/h, and moving in the same direction than the satellite, we have determined the worst case impact in the following graph.

This impact is at maximum 18 kHz in one sense or the other at 20 GHz, and 27 kHz at 30 GHz,  all the curves are gathered in the next graph, showing clearly the boundaries of the Doppler shift depending on the sense of motion between the satellite and the UE.
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Figure 5.3.4.3.2-1: Case with 20 GHz signal at 600 km on D/L: fixed UE and UE in motion
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Figure 5.3.4.3.2-2 Case with 30 GHz signal at 600 km on D/L: fixed UE and UE in motion
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Figure 5.3.4.3.2-3: Case with 20 GHz signal at 1500 km on D/L: fixed UE and UE in motion
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Figure 5.3.4.3.2-4: Case with 30 GHz signal at 1500 km on D/L: fixed UE and UE in motion
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Figure 5.3.4.3.2-5: Case with 20 GHz signal at 10000 km on D/L: fixed UE and UE in motion
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Figure 5.3.4.3.2-6: Case with 30 GHz signal at 10000 km on D/L: fixed UE and UE in motion

The different cases are summarized here below with the ratio of maximum Doppler shift in absolute value to the central frequency.

Table 5.3.4.3.2-7: Summary of Doppler shift and shift variation for different altitudes
	Frequency (GHz)
	Max doppler
	Relative Doppler
	Max Doppler shift variation
	

	2
	+/- 48 kHz
	0.0024 %
	- 544 Hz/s
	LEO at 600 km altitude

	20
	+/- 480 kHz
	0.0024 %
	-5.44 kHz/s
	

	30
	+/- 720 kHz
	0.0024 %
	-8.16 kHz/s
	

	2
	+/- 40 kHz
	0.002 %
	-180 Hz/s
	LEO at 1500 km altitude

	20
	+/- 400 kHz
	0.002 %
	-1.8 kHZ/s
	

	30
	+/- 600 kHz
	0.002 %
	-2.7 kHz/s
	

	2
	+/- 15 kHz
	0.00075 %
	-6 Hz/s
	MEO at 10000 km altitude

	20
	+/- 150 kHz
	0.00075 %
	-60 Hz/s
	

	30
	+/- 225 kHz
	0.00075 %
	-90 Hz/s
	


Note that the Maximum Doppler shift variation in absolute value is always negative and observed when the Doppler shift is zero.
5.3.5
Synthesis for each scenarios
Following table summarises the different Doppler shift, Doppler Shift variation and propagation delays. The main impairments are the Doppler shifts and Doppler variation in deployment scenarios D3 and D4. (Non-geostationary platforms at 600 km).
Table 5.3.5-1: Summary of Doppler shift, Doppler Shift variation and propagation delay for LEO at 600 km, GEO and HAPS
	
	Deployment-D1
	Deployment-D2
	Deployment-D3
	Deployment-D4
	Deployment-D5
	Cellular ( 10 km Radius)

	Platform orbit and altitude when relevant
	GEO at 35 786 km
	GEO at 35 786 km
	Non-GEO down to 600 km
	Non-GEO down to 600 km
	Airborne vehicle up to 20 km
	

	Frequency band 
	Ka band
	S band
	S band
	Ka band
	S band (Below 6 GHz)
	S band

	Max One way Propagation delay (ms) 
	Bentpipe: 272.37 ms

gNB on board: 135.28 ms
	272.37 ms
	14.204 ms
	14.204 ms
	1.526 ms
	0.03333 ms

	Max Differential delay (ms) 
	16 (between Edge of satellite coverage and Nadir)
	16 (between Edge of satellite coverage and Nadir)
	4.44 (between Edge of satellite coverage and Nadir)
	4.44 (between Edge of satellite coverage and Nadir)
	0.697 (between Edge of satellite coverage and Nadir)
	0.00333(between cell centre and cell edge) equal to maximum delay

	Max Doppler shift in kHz
	For plane

@ 20 GHz: +/- 18.51 kHz 

@30 GHz: +/- 27.7 kHz 
	For plane

1.851 kHz @ 20 GHz
	+/- 48 kHz
	@20 GHz : +/- 480 kHz

@30 GHz : +/- 720 kHz 
	@ 2 GHz: +/- 100 Hz mainly due to platform motion
	In case of UE on  board a high speed train:

+/- 925 Hz

	% of the carrier frequency (Ratio of Doppler Shift over the central signal frequency 
	10-4 %
	10-4 %
	0.0024%
	0.0024%
	
	

	Max Doppler variation in Hz/s. 
	Negligible
	Negligible
	-544 Hz/s @ 2 GHz
	-5.44 kHz/s @ 20Ghz (Downlink) 
-8.16 kHz/s @30 GHz (uplink)
	Negligible
	Negligible


NOTE :
In some cases like UE on board an aircraft during taking off, the acceleration can add a supplementary Doppler variation in absolute value of respectively 262 Hz/s @ 20 Ghz, and 393 Hz/s @ 30 GHz.

6
Non-Terrestrial Networks channel models
7
Potential key impact areas on NR to support NTN
7.1
Specific constraints associated to NTN

This clause describes selected specific Non Terrestrial Network design constraints that need to be addressed when considering the Non-Terrestrial Network deployment scenarios. 

Table 7.1-1: Specific design constraints of Non Terrestrial Network

	Non Terrestrial Network Design Constraints
	Differences between NTN and cellular systems

	Propagation channel
	As detailed in clause 6, the main differences lies in different multi path delay and Doppler spectrum model .

For narrowband signals and frequency bands below 6 GHz, the time dispersion may be ignored.

We shall assume outdoor conditions and line-of-sight operations for the UE for communication via satellite. In HAPS system, indoor conditions are also addressed, which implies the need to consider non-line-of-sight conditions as well.

	Frequency Plan and channel Bandwidth
	The allocated spectrum to a satellite system is respectively 2 x 15 MHz (UL & DL) at S band and about 2 x 2500 MHz (UL & DL) at Ka band. In addition, satellite systems at S and Ka bands use mostly circular polarizations. 

Frequency re-use and flexibility of spectrum allocation in the different cells may be supported and therefore the maximum channel bandwidth per cell is assumed to be respectively 2 x 15 MHz (UL & DL) at S band and 2 x 800 MHz (UL & DL) at Ka band.

For efficient spectrum usage, the system should always minimise the risk of inter cell interference.

	Power limited link budget 
	The main design drivers of satellite and HAPS based communication systems are;

-
To maximise the throughput for a given transmit power from the UE on the UL and from the satellite/HAPS on the DL.

-
To maximise the availability of the service under deep fading situations (typically between 20 and 30 dB in Ka band for 99.95% availability)  

	Cell pattern generation
	Space and HAPS systems typically feature larger cells compared to cellular networks. In addition, the cells may be moving (without a fixed earth reference point) in case of NGSO (Non Geostationary Satellite Orbit) satellite or HAPS system.

These large cells especially at low operational elevation angles will create a significant differential propagation delay between a UE at cell centre and UE at cell edge and the ratio of the differential increases as the altitude of the satellite and HAPS decreases. In other words, the ratio between propagation delays at cell centre and cell edge) is likely to be higher in the context of HAPS as compared to geostationary satellite systems.

This will impact contention based access channels when the position of UEs is not known by the network.

	Propagation Delay characteristics
	Satellite systems feature much larger propagation delays than terrestrial systems. The one-way delay between the UE and the RAN (whether on-board the satellite/HAPS or on the ground) may reach up to 272.4 ms for GSO (Geostationary Synchronous Orbit) systems, and is greater than 14.2 ms for NGSO (Non-Geosynchronous Orbit) systems. In the case of HAPS, the one way delay is less than 1.6 ms and hence comparable with cellular networks.

This larger delay will likely impact all signalling loops especially at access and transport (data transfer) levels.

The analysis of the propagation delay is detailed in clause 5.3.

	Mobility of the infrastructure’s transmission equipment
	In cellular networks, transmission equipment refers to base stations (gNB) or Remote Radio Heads (RRH). They are usually fixed, except when on board a moving platfiorm such as a train.

In Non-Terestrial Networks, the transmission equipment is on board the space/HAPS. For GSO systems, the transmission equipment is quasi static with respect to the UE with only small Doppler effects. For HAPS, the transmission equipment is moving around or across a theoretical central point and hence creates Doppler. For NGSO systems, the satellites move relative to the earth and creates higher Doppler effects than for GSO systems.

The Doppler depends on the relative satellite/HAPS velocity with respect to the UE, and on the frequency band. Doppler can be characterized by a maximum Doppler Shift and a Doppler variation rate.

This effect will continuously modify the carrier frequency, phase and spacing and may create Inter Carrier Interference (ICI).

As detailed in clause 5.3, assuming a worst case UE velocity of 1000 km/h :

- For LEO in S band (2 GHz): +/- 48kHz Doppler Shift and - 544 Hz/s Doppler variation rate

- For LEO in Ka band (20 GHz): +/- 480kHz Doppler Shift and – 5.44 kHz/s Doppler variation rate

- For LEO in Ka band (30 GHz): +/- 720kHz Doppler Shift and – 8.16 kHz/s Doppler variation rate

Note, despite of the previous high values, most of the Doppler shift and Doppler variation rate can be pre/post compensated, exploiting the knowledge of the satellite/HAPS motion that can be anticipated through modelling (e.g. ephemeris of satellites) as well as UE location if known.

	Service continuity between land-based 5G access and non-terrestrial based access networks
	Whenever a UE leaves or enters in the cellular coverage, a hand-over to or from the satellite/HAPS system footprint can take place to ensure service continuity.

The hand-over procedure should take into account the service enablers, the characteristics and the measurement reports of both access technologies.  The following aspects should be considered:

-
Support both non-transparent air/spaceborne (on-board processing) and bent-pipe architectures

-
Handover preparation and HO failure/RLF handling

-
Time synchronization

-
Measurement object coordination – incl. gap allocation & alignment

-
Lossless handover support

-
Specifics associated to mobility intra-Non Terrestrial network, and between Non-Terrestrial and Cellular networks

	Radio resource management adapted to network topology 
	In order to support traffic demand variations while taking into account UE mobility requirements requires minimal response time of the access control access control. 

In cellular systems, access control is typically located in the gNB close to the UE. Moreover coordination between gNBs is possible through the Xn interface (between gNBs interface) or via a central entity.

In satellite systems, access control is mostly located at satellite base station, gateway or hub level which may prevent optimal response time for access control. Hence, pre-grants, Semi Persistent Scheduling (SPS) and/or grant free access scheme would be beneficial.

	Terminal mobility
	The challenge is to support very high speed UEs such as aircraft systems featuring maximum speeds of 1000 km/h (see 3GPP TS 22.261 [6]).


7.2
NR features/protocols potentially affected

This clause identifies the NR Features/protocols in bold that may require some adaptations to support operation via Satellite or HAPS. Other solutions may be identified but don’t require adaptations of the standard.

Table 7.2-1: NR Features/protocols that may require some adaptations to support operations via Satellite or HAPS

	Non-Terrestrial Network design constraints
	Impacted NR areas
	NR Features that may require adaptations to support NR operation via Satellite or HAPS 

	Propagation channel
	Physical Layer
	For satellite-based systems the signal is mostly direct LOS and follows a Ricean distibution with strong direct signal component; slow fading is possible, due to temporary signal masking e.g. under trees and bridges.

For HAPS based systems, the signal contains significant multipath components and follows a Ricean model. Similarly to cellular systems, a frequent and fast fading of max 100 ms coherence time is expected, mainly due to signal components recombination.

To improve performance, the receivers’ synchronisation configuration at both UE and gNB level, could be adapted especially:

-
The Reference signals in the physical signals (e.g. DL: PSS, SSS,  Reference Signals; UL: DMRS, SRS), the Preamble sequence and aggregation (related to random access channel), to take into account the Doppler and possibly some specific multi path channel model.

-
The Cyclic Prefix to compensate for the delay spread and the jitter/phase. The sub-carrier spacing (SCS) of the OFDM signal may be extended with greater SCS values to accommodate larger Doppler (To Be Confirmed).

	Frequency plan and channel Bandwidth
	Physical Layer
	The carrier numbering could be reviewed to support the targeted spectrum (S band, Ka band) and the pairing between UL/DL bands with specific band separation.

Specifically, for Ka band NTN deployment scenarios, the 5G radio interface mode foreseen for above 6 GHz bands shall be configured to support FDD access scheme (e.g. with two mono directional carriers operated in opposite direction on both UL and DL bands). This will require the system to configure and possibly adapt the MAC and network layer signalling in a specific manner.

The carrier bandwidth could be extended up to a maximum of 800 MHz. Alternatively carrier aggregation method can be used to provide equivalent throughput while enabling a greater flexibility of carrier allocation between the cells while respecting frequency reuse constraints.

	Power limited link budget
	Physical Layer
	To maximise the throughput / power ratio, the operation point in the power amplifier at satellite or at the UE shall be set as close as possible to the saturation point, when needed. To support this, several techniques can be considered and possibly combined together:

-
Extended multicarrier modulation and coding schemes especially for the UL that features low Peak to Average Power Ratio (PAPR) that are more robust against distortions

-
PAPR reduction and nonlinear distortion mitigation through signal processing techniques (e.g. pre-distortion mechanisms).

-
Operating the high power amplifier (UE and satellite/HAPS level) with the minimum output back-off if necessary.

To maximise the signal availability with slow and deep fading, especially for UE at cell edge, it is recommended to provide modulation and coding schemes featuring very low SNR operating points or other alternatives especially for mMTC service enablers. This may lead to extend the Modulation Coding Scheme of NR towards very low Es/No to meet the reliability requirements of critical communications or low energy consumption scenarios.

	Power limited link budget
	MAC layer (Resource Allocation)
	To maximise the spectral efficiency and accommodate limited power terminals, the MAC layer should be able to allocate in the most flexible way Physical Resource Blocks. Reduced size of Physical Resource Blocks should be considered (e.g. single tone transmission or transmission over one OFDM sub carrier of same or larger bandwidth than a single OFDM carrier).

	Cell pattern generation
	Physical layer
	The differential delay due to large cell size may create near far effect between UEs during the initial access procedure when the UEs positions are not known. This may require an extended acquisition window to improve performance.

Note however that if the UE position becomes known during a session, the differential delay can be compensated by the network.

For broadcast service, specific signalling may be needed to accommodate the larger and moving cells.

	Propagation Delay characteristics
	Physical layer
	User traffic, such as voice or video conference services, is latency and jitter sensitive.

In cellular networks, HARQ retransmission may lead to jitter (e.g. typically up to 8ms in the case of LTE FDD mode). A mitigation scheme called TTI Bundling on UL is defined. It allows to re-transmit the same symbols over up to 4 consecutive sub frames, without waiting for HI acknowledgment. It is optimised for short jitter.

In Satellite/HAPS systems, as the propagation delays are significantly longer, HARQ scheme would create unacceptable jitter. The UL slot aggregation may need to be adapted to compensate for higher jitter. Possible solutions could be to increase the periodicity, the number of re-transmissions of symbols and/or decrease the slot duration. 

Further enhancements of HARQ process should not be precluded to compensate for the propagation delay characteristics.



	Propagation Delay characteristics
	Access layer (MAC, RLC)
	In satellite/HAPS systems, the longer propagation delay impacts various protocol layers, retransmission mechanisms and response times in resource scheduling.

The following mechanisms should be adapted to accommodate longer delays and provide latency compensation/reduction especially on delay sensitive applications. We recommend to minimise the number of exchanges between the UE and the network via the following features

-
an Initial Access procedure (based on a random access scheme) by implementing novel methods, where data and access signalling are sent together, would help to meet this requirement (e.g. grant free access, 2 step RACH)

-
a Data Transfer procedure, by implementing flexible/extended receive window size, flexible acknowledgement policy in terms of frequency, event, flexible and ARQ/HARQ cross coordination, radio resource allocation, ACK free scheme or a latency adaptive HARQ-ACK feedback, to accommodate long delay channel

	Propagation Delay characteristics
	Physical Layer
	In terrestrial cellular systems, the gNB selects the most appropriate MCS (Modulation and Coding Scheme) based on the CQI (Channel Quality Indicator) reported by the UE as part of the AMC (Adaptive Modulation and Coding) procedure.

In satellite systems, the propagation delay creates a larger response time for the AMC loop and hence requires a margin to compensate for the possible outdated CQI. This leads to a suboptimal use of the useful transmission capacity (lower spectral efficiency).

In order to improve its efficiency, the AMC procedure could be modified with potential signalling extension.

	Node B or RRH mobility
	Physical Layer
	In cellular networks based on an OFDM radio interface, the SCS (Sub Carrier Spacing) may be scaled in order to mitigate both the Doppler shift and Doppler variation rate.
In satellite / HAPS systems, the SCS range of values may need to be extended especially for Ka band and large channel bandwidth (e.g. 800 MHz).

	Service Continuity between land based 5G access and satellite based access networks
	Physical Layer,  MAC layer (Resource Allocation) and above (Mobility Management)
	To support service continuity between the cellular and non-terrestrial networks or within non-terrestrial network, it is recommended to adopt a hard hand-over scheme or dual/multi-connectivity between terrestrial and non-terrestrial networks, when possible. 

The differences in propagation delay between cellular and non-terrestrial access network will create a significant jitter or possible data starvation.

-
For delay sensitive applications, a temporary QoS degradation may be accommodated provided that it doesn’t occur too often.

-
For data services with high reliability requirements, buffering or retransmission techniques (e.g. PDCP inherent capability) may be needed to compensate for such impairment.

-
Delays may be compensated before starting the hand-over 

The support of hand-over between cellular and non-terrestrial network will require:

-
Extension of PDCP retransmission scheme in terms of repetition rate of data and duplication handling in PDCP layer

-
Extension of hand-over signalling at RRC, RLC, MAC layer

	Radio resource management adapted to network topology
	NAS, RRC, RLC, MAC, Physical Layer
	The mobility management should accommodate the specific cell patterns (size and position) of NTN networks. Moreover, cells in the non-terrestrial network may cross borders between countries.

In particular, this will affect the identification method of cells, the design of tracking and location areas, the roaming and billing procedures as well as location based services.

Furthermore, NGSO and HAPS systems generate cells which move around. This causes hand-over to occur not only for mobile units but also for fixed UEs. However, the hand-over caused by such NTN may be anticipated, by exploiting trajectory models such as satellite ephemeris.

	Radio resource management adapted to network topology
	RAN

Architecture
	In cellular networks, the access controller, which control radio resources allocation, is implemented in the gNB. The access controller may control the interface between the nominal gNB and the UE or the interface between a neighbouring gNB and the attached UE (in the later case, the neighbouring gNB acts as a relay node).

In Non-Terrestrial Networks, the access controller function is typically implemented

-
on board the HAPS

-
at the satellite gateway/gateway level or on board the satellite for GSO and NGSO systems

In case of Ka band deployment scenarios, the NTN terminal may accommodate gNB functions as part of a Relay Node.

The NTN specific topology may require some adaptations to the inter gNB protocols to cope with the propagation delay, the cell pattern and the cell mobility (NGSO and HAPS systems)

	Terminal mobility
	Physical layer
	For NTN terminals moving at 1000 Km/h the response time of the power control loop should be decreased. 

-
Physical Frame & Sub-Frame structures:

-
The reduction of transmission slot duration could be considered (e.g. mini slot approach) to decrease the Power Control Loop response time


-
The extension of SCS values could be considered to support very high speed mobility UEs

-
Physical signals: 


-
The mapping and scheduling of the power control command on physical radio resources may be revisited to enable a faster response time. 


7.3
NR modifications to support the Non-Terrestrial Network deployment scenarios
For each deployment scenarios, the actual impacts on NR are identified.
Tbc.

8
Recommendations on the way forward
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