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[bookmark: _Toc484675172]1 Abstract
The objective of this document is to propose a text for the 7th clause “Potential key impact areas on NR to support NTN” of the TR 38.811 “Study on NR to support Non-Terrestrial Networks”.

[bookmark: _Toc484675173]2 Discussion

This clause identifies the specific constraints associated to Non-Terrestrial Network with which the NR radio interface will need to cope with.
[bookmark: _GoBack]Note that this work has been partly supported by H2020 ICT 5GChampion and H2020 ICT SaT5G R&D projects.



3 [bookmark: _Toc484675174]Proposed text for approval
It is proposed to add the following texts to TR 38.811 “Study on NR to support Non-Terrestrial Networks”.


* * * Start of changes * * * * (new text)

3.3 Specific constraints associated to NTN

HAPS:	High Altitude Platform System
DL:	Down Link
UL:	Up Link
PAPR:	Peak to Average Power Ratio
MCS:	Modulation & Coding Scheme
CQI:	Channel Quality Indicator
AMC:	Adaptive Modulation and Coding


* * * End of Changes * * * *
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Potential key impact areas on NR to support NTN
[bookmark: _Toc484675181]Specific constraints associated to NTN
This clause describes selected specific Non Terrestrial Network design constraints that need to be addressed when considering the Non-Terrestrial Network deployment scenarios. 

[bookmark: _Toc293384169][bookmark: _Toc326852881][bookmark: _Toc447725417]Table 6.1: Specific design constraints of Non Terrestrial Network
	Non Terrestrial Network Design Constraints
	Differences between NTN and cellular systems

	Propagation channel
	As detailed in clause 6, the main differences lies in different multi path delay and Doppler spectrum model .
For narrowband signals and frequency bands below 6 GHz, the time dispersion may be ignored.
We shall assume outdoor conditions and line-of-sight operations for the UE for communication via satellite. In HAPS system, indoor conditions are also addressed, which implies the need to consider non-line-of-sight conditions as well.

	Frequency Plan and channel Bandwidth
	The allocated spectrum to a satellite system is respectively 2 x 15 MHz (UL & DL) at S band and about 2 x 2500 MHz (UL & DL) at Ka band. In addition, satellite systems at S and Ka bands use mostly circular polarizations. 
Frequency re-use and flexibility of spectrum allocation in the different cells may be supported and therefore the maximum channel bandwidth per cell is assumed to be respectively 2 x 15 MHz (UL & DL) at S band and 2 x 800 MHz (UL & DL) at Ka band.
For efficient spectrum usage, the system should always minimise the risk of inter cell interference.

	Power limited link budget 
	The main design drivers of satellite and HAPS based communication systems are;
· To maximise the throughput for a given transmit power from the UE on the UL and from the satellite/HAPS on the DL.
· To maximise the availability of the service under deep fading situations (typically between 20 and 30 dB in Ka band for 99.95% availability)  

	Cell pattern generation
	Space and HAPS systems typically feature larger cells compared to cellular networks. In addition, the cells may be moving (without a fixed earth reference point) in case of NGSO (Non Geostationary Satellite Orbit) satellite or HAPS system.
These large cells especially at low operational elevation angles will create a significant differential propagation delay between a UE at cell centre and UE at cell edge and the ratio of the differential increases as the altitude of the satellite and HAPS decreases. In other words, the ratio between propagation delays at cell centre and cell edge) is likely to be higher in the context of HAPS as compared to geostationary satellite systems.
This will impact contention based access channels when the position of UEs is not known by the network.

	Propagation Delay characteristics
	Satellite systems feature much larger propagation delays than terrestrial systems. The one-way delay between the UE and the RAN (whether on-board the satellite/HAPS or on the ground) may reach up to 272.4 ms for GSO (Geostationary Synchronous Orbit) systems, and is greater than 14.2 ms for NGSO (Non-Geosynchronous Orbit) systems. In the case of HAPS, the one way delay is less than 1.6 ms and hence comparable with cellular networks.
This larger delay will likely impact all signalling loops especially at access and transport (data transfer) levels.
The analysis of the propagation delay is detailed in clause 5.3.

	Mobility of the infrastructure’s transmission equipment
	In cellular networks, transmission equipment refers to base stations (gNB) or Remote Radio Heads (RRH). They are usually fixed, except when on board a moving platfiorm such as a train.
In Non-Terestrial Networks, the transmission equipment is on board the space/HAPS. For GSO systems, the transmission equipment is quasi static with respect to the UE with only small Doppler effects. For HAPS, the transmission equipment is moving around or across a theoretical central point and hence creates Doppler. For NGSO systems, the satellites move relative to the earth and creates higher Doppler effects than for GSO systems.
The Doppler depends on the relative satellite/HAPS velocity with respect to the UE, and on the frequency band. Doppler can be characterized by a maximum Doppler Shift and a Doppler variation rate.
This effect will continuously modify the carrier frequency, phase and spacing and may create Inter Carrier Interference (ICI).
As detailed in clause 5.3, assuming a worst case UE velocity of 1000 km/h :
- For LEO in S band (2 GHz): +/- 48kHz Doppler Shift and - 544 Hz/s Doppler variation rate
- For LEO in Ka band (20 GHz): +/- 480kHz Doppler Shift and – 5.44 kHz/s Doppler variation rate
- For LEO in Ka band (30 GHz): +/- 720kHz Doppler Shift and – 8.16 kHz/s Doppler variation rate
Note, despite of the previous high values, most of the Doppler shift and Doppler variation rate can be pre/post compensated, exploiting the knowledge of the satellite/HAPS motion that can be anticipated through modelling (e.g. ephemeris of satellites) as well as UE location if known.

	Service continuity between land-based 5G access and non-terrestrial based access networks
	Whenever a UE leaves or enters in the cellular coverage, a hand-over to or from the satellite/HAPS system footprint can take place to ensure service continuity.
The hand-over procedure should take into account the service enablers, the characteristics and the measurement reports of both access technologies.  The following aspects should be considered:
· Support both non-transparent air/spaceborne (on-board processing) and bent-pipe architectures
· Handover preparation and HO failure/RLF handling
· Time synchronization
· Measurement object coordination – incl. gap allocation & alignment
· Lossless handover support
· Specifics associated to mobility intra-Non Terrestrial network, and between Non-Terrestrial and Cellular networks

	Radio resource management adapted to network topology 
	In order to support traffic demand variations while taking into account UE mobility requirements requires minimal response time of the access control access control. 
In cellular systems, access control is typically located in the gNB close to the UE. Moreover coordination between gNBs is possible through the Xn interface (between gNBs interface) or via a central entity.
In satellite systems, access control is mostly located at satellite base station, gateway or hub level which may prevent optimal response time for access control. Hence, pre-grants, Semi Persistent Scheduling (SPS) and/or grant free access scheme would be beneficial.

	Terminal mobility
	The challenge is to support very high speed UEs such as aircraft systems featuring maximum speeds of 1000 km/h (see 3GPP TS 22.261).
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NR features/protocols potentially affected
This clause identifies the NR Features/protocols in bold that may require some adaptations to support operation via Satellite or HAPS. Other solutions may be identified but don’t require adaptations of the standard.
Table 7.2: NR Features/protocols that may require some adaptations to support operations via Satellite or HAPS
	Non-Terrestrial Network design constraints
	Impacted NR areas
	NR Features that may require adaptations to support NR operation via Satellite or HAPS 

	Propagation channel
	Physical Layer
	For satellite-based systems the signal is mostly direct LOS and follows a Ricean distibution with strong direct signal component; slow fading is possible, due to temporary signal masking e.g. under trees and bridges.
For HAPS based systems, the signal contains significant multipath components and follows a Ricean model. Similarly to cellular systems, a frequent and fast fading of max 100 ms coherence time is expected, mainly due to signal components recombination.
To improve performance, the receivers’ synchronisation configuration at both UE and gNB level, could be adapted especially:
· The Reference signals in the physical signals (e.g. DL: PSS, SSS,  Reference Signals; UL: DMRS, SRS), the Preamble sequence and aggregation (related to random access channel), to take into account the Doppler and possibly some specific multi path channel model.
· The Cyclic Prefix to compensate for the delay spread and the jitter/phase. The sub-carrier spacing (SCS) of the OFDM signal may be extended with greater SCS values to accommodate larger Doppler (To Be Confirmed).

	Frequency plan and channel Bandwidth
	Physical Layer
	The carrier numbering could be reviewed to support the targeted spectrum (S band, Ka band) and the pairing between UL/DL bands with specific band separation.
Specifically, for Ka band NTN deployment scenarios, the 5G radio interface mode foreseen for above 6 GHz bands shall be configured to support FDD access scheme (e.g. with two mono directional carriers operated in opposite direction on both UL and DL bands). This will require the system to configure and possibly adapt the MAC and network layer signalling in a specific manner.
The carrier bandwidth could be extended up to a maximum of 800 MHz. Alternatively carrier aggregation method can be used to provide equivalent throughput while enabling a greater flexibility of carrier allocation between the cells while respecting frequency reuse constraints.

	Power limited link budget
	Physical Layer
	To maximise the throughput / power ratio, the operation point in the power amplifier at satellite or at the UE shall be set as close as possible to the saturation point, when needed. To support this, several techniques can be considered and possibly combined together:
· Extended multicarrier modulation and coding schemes especially for the UL that features low Peak to Average Power Ratio (PAPR) that are more robust against distortions
· PAPR reduction and nonlinear distortion mitigation through signal processing techniques (e.g. pre-distortion mechanisms).
· Operating the high power amplifier (UE and satellite/HAPS level) with the minimum output back-off if necessary.
To maximise the signal availability with slow and deep fading, especially for UE at cell edge, it is recommended to provide modulation and coding schemes featuring very low SNR operating points or other alternatives especially for mMTC service enablers. This may lead to extend the Modulation Coding Scheme of NR towards very low Es/No to meet the reliability requirements of critical communications or low energy consumption scenarios.

	Power limited link budget
	MAC layer (Resource Allocation)
	To maximise the spectral efficiency and accommodate limited power terminals, the MAC layer should be able to allocate in the most flexible way Physical Resource Blocks.  Reduced size of Physical Resource Blocks should be considered (e.g. single tone transmission or transmission over one OFDM sub carrier of same or larger bandwidth than a single OFDM carrier).

	Cell pattern generation
	Physical layer
	The differential delay due to large cell size may create near far effect between UEs during the initial access procedure when the UEs positions are not known. This may require an extended acquisition window to improve performance.
Note however that if the UE position becomes known during a session, the differential delay can be compensated by the network.
For broadcast service, specific signalling may be needed to accommodate the larger and moving cells.

	Propagation Delay characteristics
	Physical layer
	User traffic, such as voice or video conference services, is latency and jitter sensitive.
In cellular networks, HARQ retransmission may lead to jitter (e.g. typically up to 8ms in the case of LTE FDD mode). A mitigation scheme called TTI Bundling on UL is defined. It allows to re-transmit the same symbols over up to 4 consecutive sub frames, without waiting for HI acknowledgment. It is optimised for short jitter.
In Satellite/HAPS systems, as the propagation delays are significantly longer, HARQ scheme would create unacceptable jitter. The UL slot aggregation may need to be adapted to compensate for higher jitter. Possible solutions could be to increase the periodicity, the number of re-transmissions of symbols and/or decrease the slot duration. 
Further enhancements of HARQ process should not be precluded to compensate for the propagation delay characteristics.


	Propagation Delay characteristics
	Access layer (MAC, RLC)
	In satellite/HAPS systems, the longer propagation delay impacts various protocol layers, retransmission mechanisms and response times in resource scheduling.  
The following mechanisms should be adapted to accommodate longer delays and provide latency compensation/reduction especially on delay sensitive applications. We recommend to minimise the number of exchanges between the UE and the network via the following features
· an Initial Access procedure (based on a random access scheme) by implementing novel methods, where data and access signalling are sent together, would help to meet this requirement (e.g. grant free access, 2 step RACH)
· a Data Transfer procedure, by implementing flexible/extended receive window size, flexible acknowledgement policy in terms of frequency, event, flexible and ARQ/HARQ cross coordination, radio resource allocation, ACK free scheme or a latency adaptive HARQ-ACK feedback, to accommodate long delay channel

	Propagation Delay characteristics
	Physical Layer
	In terrestrial cellular systems, the gNB selects the most appropriate MCS (Modulation and Coding Scheme) based on the CQI (Channel Quality Indicator) reported by the UE as part of the AMC (Adaptive Modulation and Coding) procedure.
In satellite systems, the propagation delay creates a larger response time for the AMC loop and hence requires a margin to compensate for the possible outdated CQI. This leads to a suboptimal use of the useful transmission capacity (lower spectral efficiency).
In order to improve its efficiency, the AMC procedure could be modified with potential signalling extension.

	Node B or RRH mobility
	Physical Layer
	In cellular networks based on an OFDM radio interface, the SCS (Sub Carrier Spacing) may be scaled in order to mitigate both the Doppler shift and Doppler variation rate.
In satellite / HAPS systems, the SCS range of values may need to be extended especially for Ka band and large channel bandwidth (e.g. 800 MHz).

	Service Continuity between land based 5G access and satellite based access networks
	Physical Layer,  MAC layer (Resource Allocation) and above (Mobility Management)
	To support service continuity between the cellular and non-terrestrial networks or within non-terrestrial network, it is recommended to adopt a hard hand-over scheme or dual/multi-connectivity between terrestrial and non-terrestrial networks, when possible. 
The differences in propagation delay between cellular and non-terrestrial access network will create a significant jitter or possible data starvation.
· For delay sensitive applications, a temporary QoS degradation may be accommodated provided that it doesn’t occur too often.
· For data services with high reliability requirements, buffering or retransmission techniques (e.g. PDCP inherent capability) may be needed to compensate for such impairment.
· Delays may be compensated before starting the hand-over 
The support of hand-over between cellular and non-terrestrial network will require:
· Extension of PDCP retransmission scheme in terms of repetition rate of data and duplication handling in PDCP layer
· Extension of hand-over signalling at RRC, RLC, MAC layer

	Radio resource management adapted to network topology
	NAS, RRC, RLC, MAC, Physical Layer
	The mobility management should accommodate the specific cell patterns (size and position) of NTN networks. Moreover, cells in the non-terrestrial network may cross borders between countries.
In particular, this will affect the identification method of cells, the design of tracking and location areas, the roaming and billing procedures as well as location based services.

Furthermore, NGSO and HAPS systems generate cells which move around. This causes hand-over to occur not only for mobile units but also for fixed UEs. However, the hand-over caused by such NTN may be anticipated, by exploiting trajectory models such as satellite ephemeris.

	Radio resource management adapted to network topology
	RAN
Architecture
	In cellular networks, the access controller, which control radio resources allocation, is implemented in the gNB. The access controller may control the interface between the nominal gNB and the UE or the interface between a neighbouring gNB and the attached UE (in the later case, the neighbouring gNB acts as a relay node).
In Non-Terrestrial Networks, the access controller function is typically implemented
· on board the HAPS
· at the satellite gateway/gateway level or on board the satellite for GSO and NGSO systems
In case of Ka band deployment scenarios, the NTN terminal may accommodate gNB functions as part of a Relay Node.
The NTN specific topology may require some adaptations to the inter gNB protocols to cope with the propagation delay, the cell pattern and the cell mobility (NGSO and HAPS systems)

	Terminal mobility
	Physical layer
	For NTN terminals moving at 1000 Km/h the response time of the power control loop should be decreased. 
· Physical Frame & Sub-Frame structures 
· The reduction of transmission slot duration could be considered (e.g. mini slot approach) to decrease the Power Control Loop response time
· The extension of SCS values could be considered to support very high speed mobility UEs
· Physical signals: 
· The mapping and scheduling of the power control command on physical radio resources may be revisited to enable a faster response time. 




NR modifications to support the Non-Terrestrial Network deployment scenarios

For each deployment scenarios, the actual impacts on NR are identified.
Tbc.
* * * End of Changes * * * *
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