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1. Introduction

The current version of TR 38.913, V0.4.0 [1], states that numerical values for user experienced datarates and area traffic capacity should be derived for information. It has also been discussed to relate those values to target reference values. This contribution contains a review of traffic forecasts from different sources and makes a rough assessment of what might be expected in 2030, and based on this proposes reference values for the traffic density evaluation. The text proposal in [9] introduces these informative reference values in TR 38.913.
2. Traffic Density
Traffic density can be calculated as:
Traffic density = subscriber density ∙ traffic per subscriber

For example, in a scenario with 10 000 subscribers/km2 and a traffic per subscriber of 100kbps per subscriber during ‘busy hour’ (or period), the busy hour traffic density becomes 10 000/km2 ∙ 100kbps = 1.0Gbps/km2. Note that the traffic per subscriber is the amount of data generated by the subscriber over the busy hour divided by the duration of the busy hour, which contains active and inactive periods. It is not the same as the datarate with which a file is down- or uploaded. As a further example, a subscriber that generates 1GB/month, assuming a traffic profile with 10 busy hours per day, generates an average traffic of 1GB/30/10/3600 = 7.4kbps during busy hour. 

3. Traffic Density Forecasts

Using the above relationships traffic density forecasts can be generated. Important input then is the subscriber density, the monthly traffic per subscriber, and the daily traffic profile.  

Monthly traffic per subscriber

There are several sources for traffic forecasts, e.g. [2]- [6]. A summary is provided below and a rough assessment of what might be expected in 2030 is made.
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Figure 1. An example traffic pattern. A subscriber that during busy hour downloads one 10Mbit file every 100s generates a traffic of 10Mbit/100s = 100kbps. If the subscriber does this for 300 hours per month, it generates a total of 13.5GB. The file takes 1s to download so the user experienced datarate is 10Mbit/1s = 10Mbps.

The forecast by Ericsson in [2] expects a global monthly mobile traffic in 2021 of 52EB. The growth from 5.3EB in 2015 is a factor 10 or an annual increase of 45%. The number of mobile broadband subscriptions is expected to reach 7.7 billion in 2021, with an annual growth of 15%. This results in average traffic per subscription of 52EB/7.7billion = 6.8GB. This figure includes all subscription and device types, and the values for smartphones is higher, 8.9GB with an annual growth of 35%. Note that the growth per subscriber or device is smaller than the total traffic growth, which also includes effects of an increasing number of subscribers and devices.   
In [3], Cisco forecasts a monthly mobile traffic of 30.6EB in 2020, with an annual growth of 53%. A forecast of traffic per average smartphone of 4.4GB per month by 2020 is also included, which is nearly a factor five higher than the 2015 average of 929MB per month. The annual growth is 36%. Extrapolating the Cisco values one year to 2021 results in figures very similar to those in [2], 47EB/month in total and 6.0GB per subscriber and month.  
In [4], GSMA has summarized and averaged the forecasts from four different sources, including Ericsson and Cisco, and come up with global traffic in 2019 of 225EB for the whole year. This is lower than the near 300EB forecasted by Ericsson and Cisco. See Figure 2. The annual growth is about 45%, which would lead to 473EB in 2021, or 39EB/month, i.e. well in line with the Ericsson and Cisco estimates. Further assuming that traffic is spread over 7.7billion subscriptions the average traffic per subscription in 2021 becomes 5.1GB per month. 
In “Report 44 – Mobile traffic forecasts 2010-2020” [6], the UMTS Forum forecasts a monthly traffic per subscriber of 7GB in 2020, averaged over device types. Although a rather old estimate, it is quite well in line with the others above.
NR should of course target meeting the traffic demands beyond 2021. These can be very roughly assessed by extrapolating the existing forecasts assuming the same yearly increase. Ericsson and Cisco report similar yearly growths of 35% and 36% in traffic per subscription. Using the highest 8.9GB per month value for 2021 as a basis and extrapolating to 2030 yields 8.9 ∙1.369 = 142GB per month.

Similar values can be found in ITU’s report “IMT traffic estimates for the years 2020 to 2030” [5]. This report includes three estimations. Estimation 1 forecasts a traffic per subscriber of 257GB/month in 2030. Estimation 2 forecasts a global traffic in 2030 of 3ZB per year, which assuming 7.7 billion subscriptions. results in a traffic per subscriber of 32GB/month. Estimation 3 forecasts a yearly growth per subscription of 25% between 2020 and 2030. The Cisco forecast is used as a basis. This then results in a per subscriber traffic in 2030 of 4.4GB/month ∙ 1.2510 = 41GB/month.

A summary is provided in Figure 3. It is seen that many of the estimates are quite consistent. Estimation 1 from the ITU stands out with the clearly highest forecast. Being an outlier on the high end makes it a suitable target.   

See Appendix A for further details.  
Observation 1: The traffic per subscriber in 2030 can be roughly estimated by reviewing and extrapolating existing forecasts. An estimate in the high end is 260GB/month.
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Figure 2: Annual global mobile data traffic (in Exabytes)




Figure 2. A summary of global mobile traffic data forecasts from GSMA [4].
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Figure 3. A summary of the extrapolated results from different sources.

Traffic profiles

In order to estimate busy hour traffic a traffic profile is needed. These can be measured as the peak-to-average ratio of the traffic, the fraction of traffic carried in the busiest hour, or the number of busy hours per day or month.

Figure 4 shows one traffic profile based on measurements across a number of networks. In this measurement the busiest hour is between 21.00 and 22.00, in which 6% of the daily traffic is carried. More recent measurements indicate that this figure has increased slightly and is approaching 8%. Further traffic profiles are included in [5] and summarized in Appendix B. From these busy hour traffic fractions of 6-8% can be estimated. The UMTS Forum reports a busy hour fraction of 7.5% or 10% of the daily traffic [6]. Note that a high busy hour traffic fraction creates a higher peak traffic. For this reason a value in the high end should be assumed. Assuming a (high) busy hour fraction of 10%, a monthly traffic of 260GB corresponds to 260GB/30 * 0.1 / 3600 = 1.9Mbps. 
Observation 2: The relative traffic during peak hours can be assessed by inspecting traffic profiles. A high estimate is that 10% of the daily traffic occurs during the busiest hour.
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Figure 4. Traffic profile measured over a set of networks.

Downlink-Uplink Ratios

The distribution of traffic in downlink and uplink directions also needs to be taken into account to derive downlink and uplink traffic densities.

The ITU-R report [5] contains a survey of different services and their relative volume, as well as some measurements. The current downlink-fraction is around 80-90%, and this is expected to increase. 
Observation 3: The downlink fraction of traffic is expected to be around 90%.  
Subscriber density

Subscriber density can be roughly approximated by population density multiplied with an uptake for mobile services and an operator market share. 

Urban population density statistics can be found in e.g. [7]. A summary is provided in Figure 5. It is seen that the majority of the urban population lives in areas with a population density of 4 000 -10 000 inhabitants/km2. There is also a large fraction (18%) in the range 10 000 – 20 000, 4.8% in the range 20 000 – 40 000, and 0.9% above 40 000 (constituted by the cities of Dhaka and Hyderabad alone). Smaller regions within the cities may of course have larger population densities than the city average, and regional population densities reaching 20 000/km2 are common in many cities with a much lower average. Based on this data, a regular urban environment could be represented by a population density of 6 000 inhabitants/km2, and a very dense urban area with 30 000 inhabitants/km2.

Rural areas are assumed to have a population density of 100 inhabitants per km2. This corresponds to the average population density of e.g. Spain and France.
The population density neglects the effects of people not living in the area, which is very significant e.g. in central business districts. The employment density in such areas reaches very high level. Statistics can be found in [8], including a peak of 234 000 employees/km2 in the midtown core of New York, and a total of 35 districts with an employment density above 30 000/km2. These employees are probably to a large extent served by indoor systems, and hence do not directly affect the subscriber density that needs to be supported by the macro layer. They are further distributed over many floors, making the average employee density less meaning full for traffic calculations. For indoor environments, a better approach is to make an assumption on the floor space per employee. This is often 10-20m2, corresponding to an area density per floor of 50 000-100 000 employees/km2.    
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Figure 5. Urban population density distribution [7]. 

The above urban and rural population densities should be downscaled with an uptake ratio of mobile services and an operator market share. These are assumed to be 100% and 33% respectively, modelling full uptake and a situation with three operators sharing the market equally. This results in subscriber densities of 10 000, 2 000, and 33 subscribers per km2 for dense urban, urban and rural environments respectively. For the indoor case it is assumed that a single operator supports the whole office, and the subscriber density is equal to the employee density of 100 000 per km2. 

Observation 4: For the indoor, dense urban, urban, and rural environments, subscriber densities of 100 000, 10 000, 2000 and 33 subscribers per km2 respectively can be expected.

Resulting traffic density

The above traffic per subscriber, busy hour fractions, downlink-uplink ratios and subscriber densities can now be used to calculate resulting traffic densities. Table 1 contains the resulting traffic density numbers for downlink and uplink. 

Although based on a rough methodology, these values may serve as interesting reference values to compare NR performance with.  
Proposal 1: Use the traffic density values in Table 1 as informative reference values to compare NR performance with. 
Table 1. Resulting downlink and uplink traffic densities
	
	Indoor
	Dense Urban
	Urban
	Rural

	Traffic per subscriber and month [GB]
	260
	260
	260
	260

	Busy hour fraction 
	0,10
	0,10
	0,10
	0,10

	Busy hour data rate per subscriber [Mbps]
	1,90
	1,90
	1,90
	1,90

	Downlink fraction 
	90%
	90%
	90%
	90%

	Subscriber density [subscribers per km2]
	100 000
	10 000
	2 000
	33

	Downlink traffic density [Gbps/km2]
	171
	17,1
	3,4
	0,056

	Uplink traffic density [Gbps/km2]
	19
	1,9
	0,38
	0,0063


4. Conclusion

Observation 1: The traffic per subscriber in 2030 can be roughly estimated by reviewing and extrapolating existing forecasts. An estimate in the high end is 260GB/month.
Observation 2: The relative traffic during peak hours can be assessed by inspecting traffic profiles. A high estimate is that 10% of the daily traffic occurs during the busiest hour.
Observation 3: The downlink fraction of traffic is expected to be around 90%.  
Observation 4: For the indoor, dense urban, urban, and rural environments, subscriber densities of 100 000, 10 000, 2000 and 33 subscribers per km2 respectively can be expected.

Proposal 1: Use the traffic density values in Table 1 as informative reference values to compare NR performance with. 
5. Text Proposal

A text proposal including the above proposal is provided in [9]. 
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Appendix A. Further Traffic Forecasts

The figures below provide some more details on the traffic forecasts in the report “IMT traffic estimates for the years 2020 to 2030” [5]. 
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Figure 6. Traffic per subscriber estimation 1 from [5].  
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Figure 7. Global traffic estimation 1 from [5].  

Appendix B. Traffic Profiles
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Figure 8. Traffic profile for North America from [5]. The peak to average is 15/8, corresponding to 7.8% of the daily traffic during busiest hour. 
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Figure 9. Traffic profile for Western Europe from [5]. The peak to average is 8.5/4.5, corresponding to 7.9% of the daily traffic during busiest hour. 
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Figure 10. Traffic profile for Central and Eastern Europe from [5]. The peak to average is 5.1/3.2, corresponding to 6.6% of the daily traffic during busiest hour. 
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