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Mobility performance is one of the most important aspects for wireless communications. Although there are already several completed SI/WIs addressing the mobility improvements (e.g. Hetnet mobility, dual connectivity), one of the key aspects of mobility, service interruption, was not well addressed. Service interruption, which occurs during handover (change of PCell) or dual connectivity SCG Change (change of PSCell) and lasts at least several tens of milliseconds, may have significant impact on user experiences, in particular, for latency sensitive services.  
Challenges & Potential solutions
Performance enhancement for mobility events
Enhancement for small cell change in ultra dense network
With the recent blooming of mobile broadband, higher demand on network capacity is expected in the future. In addition, high user throughput is expected by smart phone users in order to access more data demanding applications. One of the technology directions to meet these requirements is to deploy small cells more densely than before. And in dense network deployment scenarios, mobility events will become more frequent.



Figure 1: Frequent of mobility event in case ISD = 200m/40m/20m
From the figure above, we can see that, as the shrink of the ISD, the interval between mobility events will change from several minutes to tens of seconds. However, the interruption time caused by mobility event will not decrease along with the mobility interval, which means the problem caused by the interruption time will become more serious in the scenarios with small ISD, especially for the services with TCP protocol. In TCP, the CWND (congestion window) and SSthresh (slow start threshold) based congestion-avoidance algorithm are used to avoid the transmission congestion. In case of the scenarios with small ISD, the frequent mobility event will cause a considerably fluctuating of RTO and CWND/SSthresh, which may lead to negative impact on the smoothly data transmission. Moreover, considering the PDCP PDU will be discarded on the receiving side due to the move of reception window caused by the expiration of T-Reordering, the expiration of T-Reordering will cause a reset of CWND and slow down the TCP throughput. Even the missed PDCP PDU can be received in time, the reordering delay caused by mobility event will still lead to an increase of overall interruption time. 
To evaluate the performance of TCP transmission in the scenario of ultra dense network, a simulation has been made and the result can be found as follow:
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Figure 2: Simulation result for TCP transmission in UDN scenario
In order to improve the performance of TCP transmission in the scenarios with small ISD, some enhancement can be considered to reduce the interruption time and provide more smoothly data transmission during the mobility.  
To analysis the interruption time during small cell change, one figure is given as follow to illustrate the procedure of small cell change.
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.Figure 3: Change of SeNB  ( Figure 10.1.2.8.4-1 in 36.300 c50)
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Figure 4: Analysis of delay in small cell change
Based on the figure above, for the split bear, it can be found the interruption time/delay will be caused by the following aspect:
· data forwarding over X2 from source SeNB to target eNB
· extra queue delay due to shrink of throughput 
· massive forwarded PDCP PDU need go through MeNB pipe which is quite small compared to SeNB pipe due to sharing among all the UEs in the macro cell
For the SCG bear or MCG bear, the interruption time/delay caused by the SCG bear/ MCG bear switch will become even worse due to the lack of data transmission on the MeNB branch and the flush of PDCP buffer. 

With advanced MIMO capabilities at both eNB and UE, cooperative multi-site/multi-beam operation and flexible transmission and reception point switching would be natural candidate solutions to support seam-less mobility with less interruption. For example, multiple connections can be considered based on the framework of dual connectivity. UE can be configured to connect both source SeNB and target SeNB temporarily (i.e. Make before break) to support seam less mobility.



Figure 5: Example for multiple connections
Consider the restrict of UE’s capability, in case multiple connectivity is not applicable, some fast switch mechanism can be considered instead. In fast switch mechanism, multiple connections are prepared and configured to UE, but only a limited number (e.g. 2) of connections can be activated. Some fast switch mechanism (e.g. the switch triggered by L2, L1 of eNB or triggered by UE itself) can be studied to reduce the small cell change interruption time/delay.



Figure 6: Example for fast switch 

Enhancement for Handover procedure
Besides the small cell change, the interruption time caused by handover will also lead to negative impact on user plane data transmission. During the study of SI “latency reduction” there are two kinds of solutions on the table namely “RACH-less handover” and “Maintaining Source eNB Connection during Handover”. However there is no consensus and majority view which way to go. We think it is worth further studying by considering some new scenarios e.g. the one indicated in Figure 8 to do final down selection. 
If the UE already has DC like capability, then similar as the small cell change, some kind of “make before break” handover procedure can be considered and studied based on the framework of dual-connectivity.


Figure 7: Example of handover with “make before break”
Moreover, in case the CoMP or CA are deployed, although UE is connected/communication with multiple cells/TPs based on CoMP or CA technology, the handover procedure will still be used when the PCell change is triggered among these connected cells/TPs.


Figure 8: Example of handover between connected cells/TPs
In the figure above, although UE already have connections between two TPs/cells, the handover procedure will still be triggered for the change of PCell. Considering the re-establishment of the user plane (i.e. PDCP/RLC), some interruption time will be introduced. In order to save the unnecessary interruption time, some enhancement can be studied for this scenario.
Rrobustness enhancement for mobility events
Based on the current Dual-connectivity framework, the transmission of control plane signaling is still restricted in MeNB, even in case the UE is at the edge of the macro cell but has good coverage from SeNB. With this restriction, the RRC signaling for mobility can only be transmitted through the macro cell, which may cause some unnecessary HO failure. As a potential optimization, RRC diversity has been studied in the SI phase of Dual connectivity and a considerable gain can be obtained from RRC diversity in the TR 36.842. 
[image: ]
Figure 10: RRC diversity
However, due to the limited time budget, the RRC diversity has not been discussed sufficiently and be removed in the WI phase. In order to improve the mobility robustness, it is desirable to continue the study on usage and solutions for RRC diversity based on the framework of dual connectivity. 
Besides the RRC diversity, the reduction of overall handover process latency can also improve the overall mobility robustness. Similar as the RRC diversity, some enhancement solutions for the mobility robustness have been discussed in Rel-12 SI HetNet mobility enhancements. For example, as discussed in [2], the “Early HO Preparation and Early HO CMD” can be used to improve the handover robustness by reducing the time between neighbor cell becomes suitable as candidate and the start of handover execution at UE. 
Since some of the enhancement solution proposed in former SI have not been discussed sufficiently due to limited time budget, in order to have some further study on the mobility robustness, companies are encourage to re-consider some solutions which have been discussed before. 
Summary
Taking into account the above aspects, further enhancement to mobility are necessary. 
The main objectives of the study item are to evaluate the feasibility, performance benefits, and possible specification impact w.r.t to the following enhancements:
· Enhancements to minimize service interruption in mobility events  for both ideal and non-ideal backhaul scenarios, including :
· Multiple connections based on current dual connectivity framework, with part or all of connections activated at the same time.
· Dual connections with source eNB and target eNB temporarily for mobility event i.e. make before break.
· Minimize interruption time related to L1 and L2/3 reconfiguration and preparation during mobility events. One example is to minimize interruption time due to RACH procedure during mobility events.

· Enhancements to improve mobility and signalling robustness in both heterogeneous and homogeneous networks. Potential aspects to consider include
· Increasing the reliability of HO command signalling e.g. by Study using RRC diversity to improve the mobility and signalling robustness based on the current dual connectivity framework and future multiple connectivity. Applicability of RRC diversity in non-mobility scenarios can be also studied.
· Reduction of overall handover process latency (the time between neighbour cell becomes suitable as candidate and the start of handover execution at UE).
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Annex A: Simulation assumption
Table.1-2: System parameters
	Parameter
	Macro
	Small Cell

	Number of Sites
	7 (wrap around)
	5 cluster of small cells per macro cell,
 5 small cells per cluster

	Number of Sectors
	3
	1

	Inter-Site Distance (ISD)
	500 m
	NA

	BS/UE Height
	25 m/1.5 m
	10 m/1.5 m

	Bandwidth
	10 MHz

	Carrier Frequency
	2 GHz
	3.5 GHz separate channel

	BS/UE Tx Power
	46 dBm/23 dBm
	30 dBm

	Shadowing Factor
	8 dB
	10 dB

	Site-to-Site Correlation
	0.5

	Correlation Distance
	25m

	BS Antenna Gain + Cable Loss
	15 dBi
	5 dBi

	UE Antenna Gain
	0 dBi

	BS Antenna Pattern (horizontal)
	70 degrees (3 dB)
Am=25 dB
	0 dB

	BS Antenna Pattern (vertical)
	10 degrees (3 dB)
15 degrees (Tilt)
SLAv=20 dB
	0 dB

	UE Antenna Pattern
	Omni

	Channel profile
	ITU channel model

	Penetration Loss
	20 dB

	Thermal Noise
	-174 dBm/Hz

	Noise Figure
	7 dB

	HARQ
	Chase Combining

	Max HARQ Retransmissions
	4

	UE speed
	10 km/h

	Antenna configuration
	eNodeB: 2 tx, UE: 1 rx

	Traffic model
	TR 36.814, FTP Traffic Model 2

	Backhaul latency (One way)
	20 ms



Table .1-2: Handover parameters
	Parameter
	Value

	Trigger Quantity
	RSRP

	Time To Trigger (TTT)
	160 ms

	A3 Offset (Off)
	3

	Cell Specific Offset (Ocn, Ocp)
	0

	Frequency Specific Offset (Ofn, Ofp)
	0

	Hysteresis Margin
	2 dB

	L1 measurement cycle
	40 ms

	Measurement bandwidth
	6 RBs

	Measurement error standard deviation
	2 dB

	L1 sliding window size
	5

	L3 Filter Coefficient
	4

	Triggering Condition
	Event Dependent

	Handover preparation time (A2, A3, A4 and A6)
	50 ms

	Handover execution time
	40 ms




Annex B: Operation for cwnd and RTO given in RFC

[RFC5681] The slow start algorithm is used when cwnd < slow start threshold, while the congestion avoidance algorithm is used when cwnd > slow start threshold. When cwnd and slow start threshold are equal, the sender may use either slow start or congestion avoidance.

Another common formula that a TCP MAY use to update cwnd during congestion avoidance is given in equation (3):
cwnd += SMSS*SMSS/cwnd (3)

[RFC5681] We RECOMMEND that TCP implementations increase cwnd, per:
cwnd += min (N, SMSS)
where N is the number of previously unacknowledged bytes acknowledged in the incoming ACK.

[RFC5681] When a TCP sender detects segment loss using the retransmission timer and the given segment has not yet been resent by way of the retransmission timer, the value of slow start threshold must be set to no more than the value given in equation (4):
ssthresh = max (FlightSize / 2, 2*SMSS)            (4)
Furthermore, upon a timeout (as specified in [RFC2988]) cwnd must be set to no more than the loss window, LW, which equals 1 full-sized segment (regardless of the value of IW). Therefore, after retransmitting the dropped segment the TCP sender uses the slow start algorithm to increase the window from 1 full-sized segment to the new value of slow start threshold, at which point congestion avoidance again takes over.


[RFC6298] To compute the current RTO, a TCP sender maintains two state variables, SRTT (smoothed round-trip time) and RTTVAR (round-trip time variation).  In addition, we assume a clock granularity of G seconds.
The rules governing the computation of SRTT, RTTVAR, and RTO are as follows:
 (2.1) Until a round-trip time (RTT) measurement has been made for a segment sent between the sender and receiver, the sender SHOULD set RTO <- 1 second, though the "backing off" on repeated retransmission discussed in (5.5) still applies.
 (2.2) When the first RTT measurement R is made, the host MUST set
            SRTT <- R
            RTTVAR <- R/2
            RTO <- SRTT + max (G, K*RTTVAR)
         where K = 4.
 (2.3) When a subsequent RTT measurement R' is made, a host MUST set
            RTTVAR <- (1 - beta) * RTTVAR + beta * |SRTT - R'|
            SRTT <- (1 - alpha) * SRTT + alpha * R'
The value of SRTT used in the update to RTTVAR is its value before updating SRTT itself using the second assignment.  That is, updating RTTVAR and SRTT MUST be computed in the above order.
The above SHOULD be computed using alpha=1/8 and beta=1/4.
After the computation, a host MUST update
         RTO <- SRTT + max (G, K*RTTVAR)
 (2.4) Whenever RTO is computed, if it is less than 1 second, then the RTO SHOULD be rounded up to 1 second.
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