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1. Introduction
It is well recognized that dense deployment of transmission node is one of important ways to meet increase of traffic demand in future. However, there are a number of issues associated with the increased cell density. Among them is the backhaul link which is traditionally through wires, or point-to-point wireless connection. In this paper, we elaborate the motivation of self-backhaul as a viable alternative that can lower the deployment cost and achieve high capacity of the systems. We also discuss a few technology aspects of the self-backhaul.
2. Motivation

Wired backhaul incurs higher cost for cable renting, site construction and maintenance. Fig. 1 shows the break-up of capital expenditure (CAPEX) of China Telecom in 2014 [1] where broadband & Internet constitutes more than 1/3 of total CAPEX. It is expected that wired backhaul occupies a large portion of broadband & Internet expenditure. Note that these statistics were collected from the networks primarily made up of macro eNBs, in another word from homogeneous cell layout. With more low power nodes to be deployed, it is expected that large percentage of RAN expenditure would be spent on information transportation in the wired backhaul, as Fig. 2 illustrated. Here only inter eNB backhaul and eNB-LPN backhaul are considered. If LPN-LPN backhauls are accounted, the number of wired backhauls would exponentially grow. 
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Figure 1 Cost ratio for Broadband& Internet deployment, most of which is expected to come from wired backhaul expenditure 
[image: image2.emf]
Figure 2 Three macro eNB layout with average 6 LPNs per macro cell (3 thick lines for inter macro eNB wired backhaul, lighter lines for macro eNB to LPN backhauls)
Moreover, one of consequences of dense deployment is that transmission node may not actually serve UEs all the time and will be turned off to reduce interference and save energy when there is no traffic. This means that sometimes there would be no data exchanged in the backhaul. Hence, it is less economical to rent a cable for the backhaul while assuming 100% duty cycle of data flow. From the small cell simulation, it is verified as seen in Fig. 3 that a large percent of time, i.e., > 70%, there is no traffic flow in the backhaul between macro eNBs and small cell nodes. 
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Fig. 3 CDF of backhaul traffic in small cell system simulation
There are basically two families of wireless backhauls: self-backhaul and non-self-backhaul. Self-backhaul shares the same RAT and spectrum as access link. Backhaul link and access link can be TDMed or FDMed. Non-self-backhaul node referring to traditional macro eNB, pico or femto, connects core network via access technology (e.g. Wifi, ADSL) and medium (e.g. fibre, cable, or micro wave) different from access link. Micro wave backhaul is usually used in macro eNB, which results in additional hardware cost and possible spectrum cost. Most importantly, micro wave is more likely to be obstructed due to low antenna height of transmission node in dense deployment scenario. WiFi may be another candidate for backhaul, which works in unlicensed spectrum. However the link quality of WiFi cannot be guaranteed due to e.g. uncontrollable interference in unlicensed spectrum and/or the simple interference mitigation mechanism. 

Obviously, self-backhaul node is cost effective because of no cable requirement, support of unplanned or semi-planned deployment, spectrum and RAT sharing with access link. Moreover link quality of self-backhaul can be ensured through e.g. usage of licensed spectrum and/or joint optimization with access link.

Self-backhaul node can be used to provide traffic offloading and prominent cell split gain in dense deployed network. For example, many kinds of traffic have clear characteristics in terms of e.g. time and place, such as news, hot video, and stock information. Therefore, with content prediction and storage technology, self-backhaul node can prepare large amount of data in advance via self-backhaul during low load period, e.g. at night. Then at the peak hour of the system, only some temporary traffic with low volume needs to be carried in self-backhaul link, as a consequence cell splitting gain is obtained through abundant radio resource reused in access link. In addition, cooperating signalling among transmission nodes can be carried via self-backhaul, which reduces latency and provides better cooperation performance.

According to aforementioned reason, self-backhaul node is very attractive from perspective of flexibility, cost and performance, and may be widely deployed in some typical high traffic demand scenarios with large area, cost restriction and/or special deployment limitation such as dense urban street, stadium and so on.
3. Technology Aspects
Inter-cell interference becomes a more challenging issue as cells are more densely deployed. Therefore, inter-cell coordination between LPN and eNB becomes essential. One effective way is to centralize the scheduling operation into eNB. A downlink example is illustrated in Fig. 4 where the two LPNs only transmit data channels to the UE. In the first hop, traffic data as well as the control information for backhaul & access links are transmitted between eNB and LPNs. Simultaneously, eNB also transmits data and control information to UE via direct link. In the second hop, joint transmission can easily be achieved. In addition, the UE can store the soft bit information even it fails the decoding in the first hop, and then combine soft bits with the subsequent data in the second hop. This would assist the access link transmission. In dense cell deployments, it is likely that multiple small cells are suitable for joint transmission to a UE. 
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Figure 4 A downlink example of self-backhaul nodes with joint transmission.
The second-hop joint transmission in Fig. 4 can be generalized to virtual MIMO set up to exploit additional spatial degree of freedom or diversity gain, as seen in Fig. 5. If only one LPN is involved, the freedom degree would be limited by the poor scattering environment in the access link. However if more self-backhaul nodes participate the joint transmission, higher degree of spatial freedom degrees can be obtained.

[image: image5.png]Freedom degree

1 limited 1

Non-self- Self
bakchaul node backhaul node

Freedom degree A‘
extended

1 =
T2 L

Self-bakchaul
node




Figure 5 An example of extending the spatial degree of freedom via multi-LPN transmission
The backhaul efficiency can also be improved by joint coding of data across multiple users. An example is shown in Fig. 6 where in time slot 1, UE1 and UE2 transmit their UL signals to eNB and LPN in different resources. As long as the eNB does not decode the data whereas the LPN does, the LPN would jointly encode the two UEs’ data into UL signal 3 to be transmitted to eNB in time slot 2. Via the joint coding and the soft bits accumulation over time slot 1 and time slot 2, the overall system capacity can be improved.
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Figure 6 An example of efficient backhaul usage through joint coding at the LPN.
In LTE Rel-10, Type 1 relay is mainly used for coverage extension where semi-static resource partition for backhaul link and access link is enough. However in UDN, it is necessary to have more flexible resource allocation schemes between backhaul link and access link in order to adapt to dynamic communication condition such as radio channel fluctuation, interference variance and bursty traffic. Note that in the examples of Figs. 4~6, centralized scheduling at eNB is assumed, which means that backhaul link and access link resources can be dynamically partitioned. 
Interference situation in extreme dense network with self-backhaul node will become more complex since not only interference among access links but also interference among self-backhaul links or between self-backhaul link and access link co-exist in the system. Therefore, schemes for interference mitigation can be investigated in the scenarios with widely deployed self-backhaul nodes.
4. Conclusion

Motivation for self-backhaul was discussed in the context of densely deployed small cells. Several technical aspects were listed for the purpose of capacity improvement. The following areas, yet not limited to these, can be considered for study:
· Self-backhaul with the capability of transparent joint transmission and MIMO.

· Self-backhaul with the capability of joint coding over different UEs.

· To verify the benefits of flexible resource allocation between access and backhaul links and study potential schemes

· To evaluate impact of interference and possible schemes for interference mitigation
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