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1. Introduction
RAN2 has discussed Idle mode distribution of users and has had several contributions and solutions on it in recent meetings.  RAN2 also agreed that further discussion on the solutions can only be done under a dedicted study item.  
As the wireless market rapidly entering the new age of smart phones and devices, the traffic of a variety of applications over the wireless network has been increased explosively and traffic overload is being observed even in recently deployed LTE carriers. Employing multiple carriers is one of the common solutions to address the overload issue especially at the hotspots. It requires a balanced load among the multiple carriers. Load balancing across multiple carriers should consider a variety of deployment scenarios arising due to different capacities and the different numbers of the carriers available in a given area. Balanced load among the carriers allows optimal utilization of the available spectrum resources. Especially, when non-contigious spectrum with multi-carriers of different bandwidth is involved, different areas maybe covered by different number of carriers of different bands. It is more important to have balanced load among the carriers to allow most efficient utilization of the available spectrum resource. For example, as shown in figure 1, it is a common scenario that UE density is different at different areas and multiple carriers could be deployed at the hotspots with high mobile density. While in most areas with normal user density, fewer carriers will be employed. Operators may also deploy pico cells with different carriers at hot spots within the coverage of a macro cell. When UEs move from the normal area into the hotspots with more carriers, it is useful to split the UE traffic and have balanced load among the carriers at the hotspots. 
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Figure 1 An example of more carriers being deployed at the hotspots

It is known that the active traffic loading and the access loading is closely related to the idle UE density. 
1. Field observations of active UE traffic load demonstrate a high correlation with idle UE densities. Current traffic model studies indicate that the ratio of the number of active UEs versus idle UEs is a statistically stable value.
2. Access load is directly associated with the idle UE density. The access load is a good metric of the idle UE density. It could be used for measuring the idle UE density and performing the idle UE re-distribution.
3. When there is active traffic overload and/or access overload, if only the access barring or active traffic redirection is performed, the overload situation could be persistent since there could be more idle UEs waking up. This will lead to persistently activating the overload control mechanism to perform access barring and active traffic redirection. As a result, more resources are wasted for the overload control operations, more service delay is introduced by access barring and the chance of service interruption is also increased.Therefore, it is useful to proactively redistribute idle UEs before active traffic overload and/or access overload can occur. 
4. If load balance relies only on redirection or active HO after call establishment for load balance, many more active redirections/HOs are required. Thus per UE based cross-frequency redirections or active HOs will increase the delay and uncertainty due to HO failures. Redirection of active UEs will introduce additional signalling overhead which may increase the chance of HO delay and even failure caused by the limited control channel (e.g. PDCCH) resources.
5. the load balance achieved by redirection or HO can just last short period of time.  After UE go to IDLE state, UE will be certainly follow redirection message or cell selection rule after it leaves RRC-CONNECT state. But then UE will still follow cell reselection rule again. If nothing is done to distribute UE evenly in IDLE state, above identified issues will occur again.
Therefore, by proactively controlling the idle traffic load distribution, the chance of active traffic overload and access overload can be minimized. It can also minimize the signalling overhead and therefore minimize the chance of control channel overload. When overload occurs on a carrier, more likely the control channels are congested. Since the existing load balance mechanism relies on the dedicated signaling delivered through the control channels UE by UE, it may not perform well under the situation of congested control channels. On the other hand, with more and more UEs to be the smart phones, the UEs perform active/idle mode switches much more frequently than before. Active mode UEs which were not redirected in time can be idle mode redistributed quickly as soon as they get into the idle mode. .
1.1. Existing Reselection Mechanism and Motivations for the Enhancement
In the current cell reselection method specified in [1] and [2], a per carrier priority value is used to guide the individual UEs idle reselection to different carriers. However, the current priority based reselection method has an on/off overall traffic distribution effect on the different carriers associated with different priorities. These are discussed in more detail below
1.1.1. The limitation of reselection mechanism with broadcast priorities 

In the current cell reselection method specified in [1] and [2], use of per carrier priority value has a big impact on the idle traffic loading among multiple carriers. If the priority value of the target carrier is higher than the priority value of current serving carrier, most idle UEs on the serving carrier will reselect the target carrier as long as the target carrier’s link condition is good enough. Otherwise, all the idle UEs will stay with the serving carrier. While this solution provides the basic redistribution function for the cases where the number of frequency layers are small, the on/off idle loading control issue becomes more serious when the number of frequency layers increases, as with more and more multi-carrier use cases such as Carrier Aggregation, HetNet. The current on/off loading behavior can not achieve a smooth load balance among the carriers, which has also been pointed out already when the Rel-8 mechanism has been discussed. In the case of more than two carriers, most idle UEs of all the carriers with lower priorities will reselect the carrier with the highest priority. Priority adjustment may cause the swings of the loading surge among the carriers. The cause of the on/off behaviour is that the current reselection procedures are only based on simple comparison of the priority values. The reselection decision is made based on whether the target priority is bigger or smaller. Thus, 
Observation #1: When only the relative comparison of priority values impacts the reselection decision, varying the “bigger/smaller” relations of priority values will cause major swings of the idle traffic across the carriers. 
1.1.2. The limitation of reselection mechanism with dedicated priorities 
Another possibility available in Rel-8 is to use a dedicated priority for the purpose of idle traffic load balance. However, in the case that several LTE carriers are available, load balance requires that a different percentage of traffic stay with a given carrier or move to a different carrier depending on the load on that carrier. Since traffic load could change over time or location, and the number of carriers could also be different at different coverage areas, for a moving idle UE this traffic re-distribution ratio (percentage) would need to be changed dynamically as the load or number of carriers varies over time at different locations. Since dedicated priorities can only be assigned at the time a UE goes idle, this may not be sufficient to control a large number of UEs in an overloaded cell. If the dedicated priority would be used for this purpose to balance the load between LTE carriers, it may need to be changed to meet the dynamic load balancing requirement. For E-UTRAN to change the dedicated priority for idle mobiles paging is required and the UE must get into connected mode to update the dedicated priority which leads to unacceptable signalling overhead. Also normally dedicated priorities are set for specific group of users and are not changed often.
Actually, dedicated priorities are meant to be based on Service Profile Identity (SPID), it is not really intended to distribute users based on load between the component carriers. For example, in a given coverage area, if there are large number of UEs of the same SPID assigned with the same dedicated priority, the existing reselection procedures will lead this big group of idle UEs to either perform reselection or stay which can not achieve a smooth load balance among different carriers.
Observation #2: Dedicated priorities can not address the issue that traffic load changes over time and location, and carrier change over location requires a dynamic priority value change for a moving idle UE.
1.1.3. The limitation of reselection measurement threshold adjustment
There were also studies on the possibility to control the load by adjusting the reselection measurement threshold (i.e. ThreshX, HighQ or ThreshX, HighP specified in [2]). The adjustment on power measurement threshold will lead to changing of the cell’s coverage size therefore it has impact on the loading. However, the range of the threshold adjustment may be limited by the coverage requirement to avoid the creation of coverage holes especially for the macro cells.  In addition, due to the uneven distribution of the UEs over different geographic areas, it is difficult for operators to use the reselection threshold to balance the loading.
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Figure 2 An example of loading impact by adjusting the reselection threshold with un-even distribution of UEs

Figure 2 shows an example on the impact to the loading when the reselection threshold is changed with UEs unevenly distributed. Due to uneven distribution of UEs (e.g., hot spots in a macro cell), the load redistribution is very sensitive at certain threshold value range, small adjustment of the thresholds may cause major traffic redistribution, while in other cases, even a big adjustment may not have an effect on loading. 
Also due to the uneven UE distribution, the setting of the measurement threshold for achieving the same load re-distribution effect is not repeatable at different cells, i.e., the same threshold adjustment may have different impacts on the loading at different cells. 
In addition, it is difficult to use the measurement threshold to control or split the percentage of the incoming UEflow into the hotspots from one carrier to multiple carriers.
Observation #3: It is difficult to conduct load control by adjusting the reselection measurement threshold. 

The reselection threshold is more suitable for the cell coverage size and link quality control.
1.1.4. New coverage scenarios and issues with HetNets
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Figure 3 macro and small cell coverage scenarios in HetNets.

As shown in Figure 3, in HetNets macro cell layer(s) and small cell layer(s) may have the same or different frequency carriers. There can be multiple small cells of the same or different carrier frequencies overlaid with macro cell(s) of the same or different carriers. In conventional macro only system, different carriers are largely overlapped with each other as (F1 MC1; F2 MC2) shown in Figure 3. However, in HetNets, small cell coverages are only overlaid with part of the macro cell coverages. Different small cell of different carriers may be or in many cases may be not overlaid with each other. Different small cells of the same or different carriers may have different load conditions; as a result they may have different load balancing requirements relative to the macro cell carriers and other small cell carriers. Comparing with macro only systems, potentially there will be several problems:

1.   There can be ping-pong problems if there are multiple small cells of the same carrier overlaid with a different macro carrier and the load balance needs of the small cells can not be differentiated. For example in Figure 3, if SC2 is overloaded, SC1 and SC4 are under loaded, and the macro layer e.g. (F1, MC1) can only treat all the SC1, SC2 and SC4 the same as F3, then the instruction from the MC1 can only be offloading from F1 to F3 as the normal macro to small layer offload operation. If SC2 is overloaded and the operator sets the parameter at (F3, SC2) to offload to (F1, MC1), the idle UEs offload from overloaded (F3, SC2) to (F1, MC1) will be ping-ponging between SC2 and MC1 while they are in SC2 coverage.
2.  In the case of small cells of different frequencies that are also overlapped, we need to ensure the idle UEs are properly distributed across the overlaid small cells while prevent ping-pongs between the small cell layer and macro layer as well as among the small cells. For example in Figure 3, if both SC4 and SC5 are overloaded, we need to prevent the UEs offload from SC4 to the macro layer move to SC5 and vice versa.

In general, additional efforts need to be made to address the new issues in HetNet scenarios. In HetNets, normally the operators will configure the system to make UEs more likely or having high priority to reselect to the overlaid small cells such that the macro cell layer can offload as much as traffic to the small cell layer. It can be easily to get about 100% UE camping on overlaid small cell even with existing priority based method. Now one of the key issues is how to properly redistribute the UEs back to the macro layer when the small(s) is overloaded.
1.1.5. Use of RSRQ measurements
Limitations of RSRQ for load measurement was discussed in [3].  [3] captured that RSRQ is typically used as a measurement quantity for inter-frequency handover. In particular, RSRQ is a sufficient metric for mobility oriented handover to learn the poor service quality on the serving cell. This is due to the characteristic that the low RSRQ value can imply the low throughput.  RSRQ together with the cell load can be used for the eNB to decide the best cell observing the high radio quality and the low load. Nevertheless, the high RSRQ value does not always result in achieving the high throughput. This is due to the characteristics in the higher RSRQ range that:

· The achievable throughput varies to a great extent depending on the serving cell load.

· Limitation on the dynamic range of RSRQ in terms of SINR.  In the SINR region larger than 10 dB, RSRQ is the same.
With these facts, the eNB cannot expect the achievable throughput on the target cell from the RSRQ value. This is a challenging issue to achieve proper “load” distribution.
Based on the above discussion on the motivation for distribution of Idle users in a multicarrier environment and limitations of the current specifications it is proposed:
Proposal 1: RAN is kindly suggested to consider the enhancements for better control of the distribution of idle UEs among the LTE component carriers for load balance. Such enhancements should also consider HetNet deployments.  New measurements other than RSRQ should be studied.
2. Summary and proposal
This document discussed the benefits to enhance the reselection procedures for multi-carrier operations to have a smooth redistribution of the idle traffic among the multiple carriers. 

This document further investigated the current reselection solutions based on dedicated and broadcast priorities for distributing idle users between the different carriers. While priority based solutions are sufficient for early Rel-8 deployments, in case of multiple carriers used for Carrier Aggregation or in HetNets, this is shown that current priority based solutions do not provide sufficient granularity of control for distributing Idle mode UEs between LTE carriers. In addition, there are also limitations on using dedicated priority and reselection threshold and current measurements for idle UE redistribution.  
It is hence desirable to enhance the priority based reselection for multicarrier option to pro-actively distribute the idle-mode users among the multiple LTE carriers. Therefore we propose a SI in RAN2 to discuss the mode load distribution issues in the multicarrier scenario.  
Proposal 1: RAN is kindly suggested to consider the enhancements for better control of the distribution of idle UEs among the LTE component carriers for load balance. Such enhancements should also consider HetNet deployments.  New measurements other than RSRQ should also be studied.
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