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1. Introduction

In last plenary, the REL-19 RAN3 topic Additional Topological Enhancements was discussed [5], in which further enhancements to IAB was included with the following summary:

•
Study enhancements for the support of single-donor IAB topology, including (RAN2-led, RAN3):

-
Define enhancements to the robustness of multi-hop routing within the IAB topology in presence of local IAB-node mobility.

This paper further clarifies the motivation of further enhancing IAB topology to support emergency services. 
2. Why Emergency services on IAB network
2.1
Motivation

Currently, many countries around the world are building dedicated nationwide emergency network to provide unified and rapid first response services for multiple government services, such as firefighting, disaster relief, police, and medical care. The typical examples are FirstNet in the US and Safe-Net in South Korea. Most of these networks are deployed in 700MHz spectrum, and the bandwidth is mainly dedicated 10~20MHz. In China, it is also proposed to build a nationwide emergency broadband wireless network based on 5G which also requires to support real-time command and action.
2.2
Scenarios

2.2.1 Scenario 1: 20Km remote areas
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Figure 1. Remote areas
Using China as an example, there are more than 40,000 cities, with an average area of about 200 square kilometres, and many of them are in mountainous and remote areas. If earthquakes, floods, flash floods or other natural disasters occurs, the whole city will lose communication capacity. Typically, the communication is out of coverage for dozens of kilometers (e.g. 20Km), the coverage of such 20km remote rescuing area is vital for the rescue teams to communicate with the conductor center. 
2.2.2 Scenario 2: Urban deep coverage
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Figure 2. Urban deep coverage
In the modern metropolis, there are many skyscrapers (above 100 meters), subway stations and highway tunnels. Although the penetration capability of low frequency bands is stronger, but the coverage in the underground, tunnel, high-rise building, etc. is still poor. When some natural de occur, rescue team members need to move in the complex and changing environment. Due to the impact of blocking and penetration loss, it is difficult to ensure continuous communication to outdoor base station. 
2.2.3 Key requirements from the scenarios
For the two types of scenarios described above, the coverage extension of emergency network aims at providing more than 95% coverage in 20km area where the communication infrastructure is not available, and the network should be able to carry the UL real-time video service which requires at least 2 Mbit/s data rate.  
At the same time, in order to achieve first response, the underlay network carrying emergency services has to be robust and resilient, so that the response can be established at the first time, and should be continuously ongoing without being broken, which further requires a network topology enabling flexible and resilient routing with dynamic control. 

Observation 1: For emergency services, more than 95% coverage for 2Mbps on-spot video backhaul in 20km area and urban deep coverage area should be satisfied and, first response also requires a network topology enabling flexible and resilient routing.
Non-Terrestrial network may be helpful for the coverage extension for scenario 1, but the data rate is too limited to providing in-time video backhauling and it is not able to be used for scenario 2. Normally, multi-hops wireless relay network is the only possible way. It is possible to use sidelink relay for multi-hop connection, however, the sidelink relay can only provide one-hop relay connection. Moreover, the transmit power of the sidelink relay is lower than a base station-like device, so the coverage extension for SL relay will be very limited.
Observation 2: The NTN cannot support UL 2Mbps video streaming and is not proper for scenario 2, while the existing sidelink relay only limited to one-hop relay solution, and the transmission power of a UE is limited. 
Another option is, a vehicle-mounted temporary base station can be deployed at the edge of the first site, to serve as the donor gNB. Then, multiple mobile relay base stations equipped on backpack or drone are distributed in the first site, and these relay base stations connected to the donor gNB via one or multiple wireless backhaul links between these nodes. 

Observation 3: Multi-hop relay base station based wireless backhauling network under one single donor gNB is a potential solution for the emergency network. 
When checking the current NR technology, see Figure 3 below, we could see that the feature of Integrated Access and Backhaul (IAB) actually already provided a good basis for multi-hop and multi-path topology, which enables optimizations for further resilience and robustness.
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Figure 3.  Tree topology (left), DAG topology (middle), Resilient multi-hop & multi-path topology (right)
The NR IAB in Rel-16/17 was proposed to extend coverage, but it is mainly used for static scenarios, while the emergency services requires moving support of the access point. In addition, the robustness can be provided by the Rel-16/17 IAB topology is limited, since the dual connectivity of IAB-node allows at most 1 alternative link for a backhaul link. The Rel-18 mobile IAB focus on supporting moving of an IAB-node, but it is not able to have any descendant nodes, and the dual connectivity is not supported. In other word, the mobile IAB cannot support multi-hops and multi-paths, then the coverage extension based on mobile IAB will be very limited. So, in order to ensure fast first response in case of emergency services, the IAB topology also needs to be further enhanced, if the mobile relay base station is the IAB-node.
Observation 4: The existing Rel-16/17 IAB supports multi-hop and dual-connectivity, but it mainly focus on fixed network scenario and the robustness is limited. The Rel-18 mobile IAB supports IAB-node mobility but not multi-hops/multi-paths connection.
Proposal 1: Study and provide simple solution for emergency services, study simple enhancements for resilient multi-hop routing within the IAB topology in presence of local IAB-node mobility.
2.3
Technical approaches
2.3.1 Resilient multi-hop & multi-path topology
As could be seen from Figure 3 above, nodes have a clear parent-child relationship, and each node only keeps connection with some surrounding nodes. In the harsh environment of emergency scenarios, each relay node is moving, so the network topology needs to be updated frequently, and the frequent topology update will cause long term service interruption and unrecoverable packet loss for the real-time traffics. In addition, if the topology update fails, the situation will be worse since some IAB nodes will lost backhaul connection and then cause coverage hole.
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Figure 4.  One example of resilient multi-hop & multi-path topology
For example, in Figure 4, IAB node 1 only has one parent node, i.e. the IAB donor, when RLF occurs to the link between the IAB node 1 and its parent node, IAB node 1 performs RLF recovery but may not success, then IAB node 1 will send BH RLF notification to its child IAB nodes. The behaviour of child nodes after receiving the BH RLF notification from IAB node 1 will be similar as they detect RLF for the link towards the IAB node 1. Obviously, the child nodes will do nothing for continuing traffic transmission until receiving the RLF recovery notification from parent IAB node 1. Then a lot of uplink traffic will be stagnated in the IAB node 1. Furthermore, these stagnated uplink traffic may be discarded and such packet loss will not be recoverable if IAB node 1 fail the RLF recovery, then the situation will become worse.
It is worth noting that when the IAB node 1 fails the BH RLF recovery, there still exist one alternative path between the IAB node 1 and the IAB donor: IAB node 1→IAB node 4 →IAB node 2→IAB donor. Because the IAB node 4 has two parent node and the path to IAB donor via IAB node 2 is still available. If it is possible for IAB node 1 to use this alternative path, the IAB node 1 can continue serve UEs and descendent IAB nodes. This special alternative path does not require change of connection relationship between IAB node 1 and IAB node 4 (the MT part of IAB node 4 still connects to DU part of IAB node 1), and it can be achieved through providing some special routing configuration in advance. Such re-routing method through a Dual Connected child node will be beneficial for reducing the service interruption and avoiding UL packet loss problem in the emergency scenario.
Proposal 2: Study simple flexible topology enhancement, further enhancing e.g. allows IAB node to re-route the upstream packets through its child node with dual connection, in case of BH RLF.
2.3.2 Duplicated data forwarding
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Figure 5.  Duplicated data forwarding
In multi-hop & multi-path scenarios, duplication ensures reliable coverage through redundant paths, while current standard only supports PDCP duplication, which can’t ensure the two duplicated packets being routed in different paths. Furthermore, the PDCP based duplication is an end to end solution, i.e. both the packets and its replica will be forwarded along the whole path between the access IAB node and the IAB-donor. Even if there is some inevitable common backhaul links between two paths, e.g. the link between IAB-node 4 and the IAB-donor in Figure 6, the duplicated packets will be transmitted in such common link without any diversity gain. To address this issue, some BAP layer mechanism can be considered, e.g. support duplication and de-duplication functions in BAP layer.
Proposal 3: Study BAP layer mechanism to ensure the duplicated data to be routed in different paths.
2.3.3 Slice-specific backhaul configuration
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Figure 6.  Slice-specific backhaul configuration
As described in TS 28.541 [6], three resource categories are defined for the 5G Network Resource Model, i.e., Shared, Prioritized, and Dedicated resources. Each resource type is associated with an RRMPolicyMemberList, which is defined by its pLMNId and sNSSAI (S-NSSAI). This RRM policy is configured on the DU. For a service (S-NSSAI) requiring high robustness, e.g., emergency service, a dedicated resource can be configured on the DU for this S-NSSAI. In this way, other services cannot use this part of the resource even if it is unused.
Currently, only the access IAB-DU is aware of the S-NSSAI of each DRB, while the backhaul link cannot implement slice-specific RRM policy handling because upstream IAB (Donor)-DUs are unaware of the slice(s) held on each Backhaul RLC Channel. For example, as shown in Figure 7, the radio resource of the intermediate IAB-node may be exhausted by the services of UE3 and UE4 (e.g., On-site command and Telemedicine), resulting in no resource for the service held on RLC-Channel1, even if it is also an emergency service, e.g., on-spot video.
Therefore, slice-specific backhaul configurations can support robust backhaul radio resource handling for different types of emergency services (e.g., on-spot video, on-site command, telemedicine, etc).
Proposal 4: Study slice-specific backhaul configuration.
2.4
Potential enhancements
Considering the requirement from typical scenarios of emergency services, the potential scope of a SI can be as follows:

	·  Study and provide simple solution for emergency services, study simple enhancements for the support of single-donor IAB topology, including (RAN2-led, RAN3):

· Define enhancements to resilient multi-hop routing within the IAB topology in presence of local IAB-node mobility.
· Study flexible routing enhancement, e.g. allows IAB node to re-route the upstream packets through its child node with dual connection, in case of BH RLF.

· Study BAP layer mechanism to ensure the duplicated data to be routed in different paths.
· Study slice-specific backhaul configuration.


3. Conclusions

Observation 1: For emergency services, more than 95% coverage for 2Mbps on-spot video backhaul in 20km area and urban deep coverage area should be satisfied and, first response also requires a network topology enabling flexible and resilient routing.
Observation 2: The NTN cannot support UL 2Mbps video streaming and is not proper for scenario 2, while the existing sidelink relay only limited to one-hop relay solution, and the transmission power of a UE is limited. 
Observation 3: Multi-hop relay base station based wireless backhauling network under one single donor gNB is a potential solution for the emergency network. 
Observation 4: The existing Rel-16/17 IAB supports multi-hop and dual-connectivity, but it mainly focus on fixed network scenario and the robustness is limited. The Rel-18 mobile IAB supports IAB-node mobility but not multi-hops/multi-paths connection.
Proposal 1: Study and provide simple solution for emergency services, study simple enhancements for the support of single-donor IAB topology, define enhancements to resilient multi-hop routing within the IAB topology in presence of local IAB-node mobility.
Proposal 2: Study flexible topology enhancement, further enhancing e.g. allows IAB node to re-route the upstream packets through its child node with dual connection, in case of BH RLF.
Proposal 3: Study BAP layer mechanism to ensure the duplicated data routed in different path.
Proposal 4: Study slice-specific backhaul configuration.
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5. Appendix A: System level simulation results
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Figure 8.  System level simulation results for remote area
Table 1 Key parameters configurations for remote area
	Parameters
	Value

	Bandwidth
	15M@700M

	Area
	20*20Km

	Donor BS number
	1

	Mobile BS number
	16

	Mobile BS distribution
	Random

	Maximum TX power
	2*10W

	Traffic concurrency ratio
	50%
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Figure 9.  System level simulation results for urban deep coverage
Table 2 Key parameters configurations for urban deep coverage
	Parameters
	Value

	Bandwidth
	15M@700M

	Area
	500*500m

	Donor BS number
	1

	Mobile BS number
	16

	Mobile BS distribution
	Random

	Maximum TX power
	2*1W

	Traffic concurrency ratio
	50%


6. Appendix B: Simulation configurations
Table 3 Simulation configurations for remote area
	Parameters
	Value

	Carrier frequency, SCS
	700M, 15KHz

	System bandwidth
	2*15MHz

	Antenna
	Fixed BS:4TX4RX, Node:2TX2RX

	Duplexing
	FDD

	Deployment
	Scenario: Rural Area, 2sites, 6 cells

ISD 20Km

	Traffic
	Periodic (720p 2Mbps Application Rate)

	Number of nodes
	100 / 6 cells

	Delay budget
	50 ms

	Maximum hops number
	6

	Target BLER
	10%

	HARQ
	On

	Scheduler
	PF scheduling

	Node speed
	3 km/h

	Node distribution
	Random, 20% mobility, 80% non-mobility

	MIMO
	SU-MIMO (rank2 adaptation)


Table 4 Simulation configurations for urban deep coverage
	Parameters
	Value

	Carrier frequency, SCS
	700M, 15KHz

	System bandwidth
	2*15MHz

	Antenna
	Fixed BS:4TX4RX, Node:2TX2RX

	Duplexing
	FDD

	Deployment
	Scenario: Indoor, 2 outdoor sites, 6 cells

ISD 500m, O2I 20dB loss

	Traffic
	Periodic (720p 2Mbps Application Rate)

	Number of nodes
	100 / 6 cells

	Delay budget
	50 ms

	Maximum hops number
	4

	Target BLER
	10%

	HARQ
	On

	Scheduler
	PF scheduling

	Node speed
	3 km/h

	Node distribution
	Random, 20% mobility, 80% non-mobility

	MIMO
	SU-MIMO (rank2 adaptation)
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