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1	Introduction
The study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air-interface in stage-1 has been completed. This study addressed 3 use cases, namely, CSI feedback enhancement, beam management, and positioning accuracy enhancement; and potential performance gain of these use cases by leveraging the enablement of AI/ML in the NR air interface. In this study, RAN WGs including RAN1, RAN2 and RAN4 were being involved. In this paper, we provide our view on justifications and objectives for the Rel-19 work item on AI/ML NR air interface based on the study item conclusions. We also discuss how to handle the remaining open items related to the TR finalization in RAN4.
2	Discussion
2.1	Justification of WI
In our view the objectives for the Rel-19 work item of AI/ML for air interface should be defined based on the conclusions of the Rel-18 FS on AI/ML for NR Air interface and TR 38.843. In accordance with the RAN1 Conclusions (as per TR 38.843 [1, subclause 8]), we focus on the beam management and positioning accuracy enhancement cases in our proposals for the WI scope and justifications. Further studies on CSI compression and CSI prediction use cases, which were not fully concluded yet, may continue in parallel if available time units allow. However, the corresponding WID objectives may be added to the WID later based on the study conclusions.
In Beam Management, signaling mechanisms are required to facilitate data collection, model inference, and performance monitoring for both UE-side model and NW-side model. In addition to this, signaling mechanisms are also required to enable LCM operations via 3GPP signaling for UE-side model. For data collection and reporting for inference and performance monitoring in UE-side and NW-side model, RAN1 identified both standardized data and non-standardized data. In order to support new standardized data, it is necessary to enable the measurement configuration and to enhance the control-plane based signaling mechanism. 
In the course of the SI, RAN2 has conducted analysis of the existing data collection methods available in current RAN specifications to assess their usefulness for AI/ML-based data collection (see TR 38.843, Table 7.3.1.2-1). Based on the studies, in context of preserving E2E user privacy and security, one of the frameworks considered for guarding data collection has been MDT (covering L3 measurements), while L1 measurements framework appeared to be more suitable baseline for data content. AI/ML data collection framework can adopt capabilities from various existing frameworks, depending on the purpose (monitoring or inference), but needs to enable L1 data collection. The feature can be gradually enhanced towards the non-standard data, if required. For LCM operations for a UE-side model, existing 3GPP signaling should be reused as much as possible (RRC signaling, L1 reporting mechanism). 
For Positioning Enhancements, TR 38.843 Conclusions give indistinct guideline on a normative work needed for data collection. For instance, some of the studied approaches require LMF, gNB, GMLC, AMF or OAM get involved in data collection operations (e.g., generation and/or provision of a generated model to data collection termination point). Enabling data collection for Positioning isn’t in RAN2 realm only but these involvements imply WI dependency on RAN3, SA2, CT4 and SA5 specifications as well. The selection of most suitable framework may differ depending on LCM purpose too. 
To be able to adequately estimate load and meet a timeline of the normative work, an initial phase of the work item should identify prioritized AI/ML functions for Positioning enhancements and most suitable framework that need to be enhanced to facilitate the functionality (UE-side model, gNB-side model, LMF-side model, involved network entities, network interfaces and signaling procedures (LPP, RRC, CN signaling)). Therefore, the work item objectives should enable down-selection for positioning enhancements and Rel-19 data collection mechanism for Positioning enhancements should be specified for prioritized scenario. Besides data collection, we see that the other important focus area for AI/ML for air interface being successful are configuration and signaling mechanisms needed for training data generation and collection, inference, performance monitoring, measurements, reports and functionality activation/deactivation, switching and selection.
It is of high importance to derive minimum performance and core requirements and testing methods for AI/ML based enhancements and related procedures to ensure that performance is guaranteed and to avoid that a UE can pass the tests but perform poorly in the field. In the Rel-18 FS on AI/ML for NR Air interface, the study of requirements and testing frameworks was carried out on the general level (e.g., for generalization, LCM, data collection (if needed), etc.) and considering some of scenario-specific aspects. During the WI stage it is necessary to continue the study of several open issues left after the SI, and to apply indicated frameworks to derive core and performance requirements and formulate testing procedures for the concrete features/functionalities.

2.2	Objectives of WI
This following work item objectives aim to implement the conclusions of the Rel-18 study on NR air interface to enable AI/ML use cases as captured TR 38.843 [1]. Our proposal for the detailed WI objectives are as follows:


	1. Specification support to facilitate AI/ML-based beam management for the spatial-domain downlink Tx beam prediction (BM-Case1) and temporal downlink Tx beam prediction (BM-Case2), considering the following: (RAN1, RAN2)
a. Both UE-side model and NW-side models, prioritizing UE-side model
b. Signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring by extending legacy CSI measurement and reporting frameworks.
i. For the case of UE-side beam prediction, specify necessary LCM signalling to manage functionality selection/switching/fallback/(de)-activation and other functionality level operations.
· Study, and specify if needed, mechanism(s) to handle additional conditions associated with the UE-side beam prediction to ensure consistency between training and inference. 
ii. For the case of NW-side models, focus is only on the enhancements to enable data collection and model inference.  
c. Enhancements or applicability of the unified TCI framework when enabling predicted beam indications. 
Note: specified solutions are expected to reduce overhead (DL transmission of reference signals, reporting overhead), by leveraging as much as possible legacy CSI measurement and reporting configuration frameworks, targeting FR2 and intra-cell sTRP.

2. Specification support to facilitate AI/ML positioning considering the following: (RAN1, RAN2)
a. Prioritize UE-side model for direct and assisted AI/ML positioning (Case 1 and Case 2a) and direct AI/ML positioning with  LMF-side model (Case 3b).
b. Study and specify if needed signalling/mechanism(s) for training data collection including assistance signalling and procedure to facilitate the generation and collection of data such as ground truth (GT) label, measurements corresponding to model inputs, associated information of GT and measurements as quality indicator. 
c. Signaling/mechanism(s) to facilitate model inference and performance monitoring, 
i. Specify necessary extensions to the positioning measurement and reporting framework to enable inference operation and performance monitoring. 
ii. For the case of UE-side model, specify necessary signalling to enable performance monitoring at the LMF-side with possible assistance from the PRU/UE, gNB (if applicable).
iii. For the case of UE-side model, specify necessary LCM signalling to manage functionality selection/switching/fallback/(de)-activation and other functionality level operations. 
· Study, and specify if needed, mechanism(s) to handle additional conditions associated with the UE-side models to ensure consistency between training and inference. 
iv. For the case of LMF-sided models, the priority is to focus on the enhancements to enable inference and performance monitoring. 


3. Signaling and protocol impacts for one-sided models [RAN2]:
a. Data collection: Define procedural and signalling extensions to enable MDT framework to support Data collection for one-sided models: 
i. Enabling data collection, including L1 and L3 data transfer for UE-side and NW-side model  
b. Performance monitoring and management: Define protocols and mechanisms for UE-side and NW-side performance monitoring and management based on monitoring decision.
i. Mechanisms to enable signaling, configuration, measurement, reports
ii. Consideration of LCM signaling for at least functionality activation, deactivation, switching, selection
iii. Consideration of reporting periodicity and overhead.
c. General UE ML capabilities for the support of use case agnostic features such as UE post-deployment validation mode, support for UE compute/processing info reporting  - the static UE capabilities framework to be considered only.
i. Details of UE capability (e.g., granularity of Feature/FG, content, structure of the related UE capabilities) 
 

4. Robust performance and predictable UE behaviour through requirements and test cases for AI/ML LCM procedures and UE features enabled by one-sided models [RAN4]:
· Study, specify if needed, necessary RAN4 requirements on data collection.
· Specify necessary RAN4 core requirements and tests for LCM procedures, including monitoring.
· Specify necessary RAN4 requirements for beam management use-case:
· Check the impacts on core requirements and LCM-specific aspects, including monitoring procedures.
· Specify necessary parameters and metric for performance requirements.
· Specify the test setup, including ground truth collection and test cases.
· Specify necessary RAN4 requirements for positioning:
· Check the impacts on core requirements and LCM-specific aspects, including monitoring procedures.
· Specify necessary parameters and metric for performance requirements.
· Specify the test setup, including ground truth collection and test cases.



2.3	Completion of RAN4 study aspects and TR
RAN4 has remaining open points and unfinished discussions that could not be completed by the RAN#102 meeting. To help the RAN4 progress in the work item phase it would be beneficial for RAN4 to continue its studies during 1H2024 and further complete the TR 38.843 also from the RAN4 perspective. In our view, the scope for the remaining RAN4 studies should be as follows:
· RAN4 to continue the study of the frameworks for derivation of requirement and testing of AI/ML features/functionalities and procedures for the TR completion, including
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· Two-sided models (CSI compression use-caser) [if the work/study continues in the other WGs in Rel-19]

[bookmark: _Hlk527071819]3	Conclusions
In this contribution, we have presented our views and proposal for the scope of the Rel-19 WI on AI/ML for air interface aligned with the study item conclusions. Our proposal for the WI objectives is provided in the Section 2.2 of this contribution.
We have also discussed that studies on the CSI compression and CSI prediction use cases, which are not yet completed, may continue in parallel if time units allow. However, these studies should be done separately i.e. not part of the work item. 
RAN4 has remaining open points and unfinished discussions that could not be completed by the RAN#102 meeting. To help the RAN4 progress in the work item phase it would be beneficial for RAN4 to continue its studies during 1H2024 and further complete the TR 38.843 also from the RAN4 perspective. In our view, the scope for the remaining RAN4 studies should be as follows:
· RAN4 to continue the study of the frameworks for derivation of requirement and testing of AI/ML features/functionalities and procedures for the TR completion, including
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· Two-sided models (CSI compression use-caser) [if the work/study continues in the other WGs in Rel-19]
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