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Introduction
Based on the contributions and discussion in the last meeting, the following objectives from RAN chairman’s summary [1] was provided for further discussion on AI/ML for Air Interface in Rel-19:
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In this contribution, we provide our views on the Rel-19 AI/ML for air interface. Views on the potential WI and the potential SI for AI/ML for air interface are shared in Section 2.1 and Section 2.2, respectively.
Discussion
 Rel-19 WI
The Rel-18 RAN1 led study item of AI/ML for air interface mainly focus on the general framework of AI/ML, the evaluation and potential spec impact of three use cases: CSI enhancement, beam management and positioning accuracy enhancement [2] [3].

The main achievement of this study item can be roughly summarized below:
· The general framework of life cycle management (LCM) of AL/ML have been investigated, including functionality-based LCM and model ID-based LCM.
· The LCM procedure includes data collection, model training, model transfer/delivery, inference, model/functionality activation/deactivation/switch/selection/fallback and performance monitoring, etc.
· Six sub use cases have been identified, whose performance gains or benefits have been evaluated,  potential spec impacts have been investigated, as well as corresponding collaboration requirements have been analyzed.

In general, the framework of AI/ML for air interface is well studied and some sub use cases have already been recommended from RAN1 point of view. So, it seems quite natural to transform AI/ML for NR air interface into WI in Rel-19. 

 Beam management
For the use case of beam management, two sub-use cases have been studied:
· BM-Case1: Spatial-domain downlink beam prediction for Set A of beams based on measurement results of Set B of beams. 
· BM-Case2: Temporal downlink beam prediction for Set A of beams based on the historical measurement results of Set B of beams.

	Agreement @RAN1#115
Confirm the following working assumption (with modification in red) agreed in RAN1#114bis
Working Assumption
For AI-based beam management, from RAN1 perspective, at least the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling for UE-sided model




In Rel-18 SI, it is observed both BM-Case1 and BM-Case2 could achieve good performance gain (e.g., prediction accuracy, RS overhead reduction, etc.) over non-AI baselines, model generalization performance of Tx beam prediction over different scenarios and various UE parameters is acceptable. 

Besides, the identified spec impact for one-sided model-based LCM is reasonable. For example, regarding data collection, the potential spec impact of signaling, framework, data content, RS configuration, reporting overhead reduction are identified. Regarding inference, RS configuration, beam measurement/prediction result reporting, beam indication for temporal DL Tx beam prediction can be studied. Regarding monitoring, signaling, performance metrics, benchmark/reference and monitoring procedure need to be determined. The spec impact of beam measurement/prediction result reporting, indication from NW for UE-side model to do LCM operations are identified.

In RAN1#115 meeting [4], it has been agreed that the both BM-Case1 and BM-Case2 are recommended for normative work from RAN1 perspective. So, we propose to support AI based beam management in Rel-19 WI.

Proposal 1: Specify AI based beam management enhancement in Rel-19 WI, including spatial-domain DL Tx beam prediction and temporal DL Tx beam prediction for both UE-sided model and NW-sided model.
· Enhancements on signaling/mechanism(s) for data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Data collection: signaling, framework, data content, RS configuration, reporting overhead reduction
· Inference: RS configuration, beam reporting, beam indication for temporal DL Tx beam prediction
· Monitoring: signaling, performance metrics, benchmark/reference, beam reporting
· Enhancements on signaling/mechanism(s) to facilitate LCM operations for UE-sided model

Based on current evaluation of AI/ML-based beam management and analysis of potential enhancements, the benefit of AI based BM mainly focus on the measurement overhead reduction at UE side. However, the network still needs to perform legacy beam sweeping for legacy UEs, when AI enabled UEs coexist with legacy UEs which may distribute throughout the entire cell. In this case, when the model is deployed at network side, it does not reduce network side RS overhead but increases reporting and training overhead at network side. So, when specifying the enhancement of beam management use case in Rel-19 WI, the compatibility of AI enabled UEs and legacy UEs could be considered.

Proposal 2: For the enhancement of supported AI enabled use case in Rel-19 WI, the compatibility of AI enabled UEs and legacy UEs could be considered.

 Positioning enhancement
For positioning use case, two types of sub-use cases have been studied:
· Direct AI/ML positioning: 
· AI/ML model output: UE location
· AI/ML assisted positioning: 
· AI/ML model output: new measurement and/or enhancement of existing measurement
	Agreement @RAN1#115
[bookmark: _Hlk152263236][bookmark: _Hlk151646414]It is recommended to specify necessary measurement, signaling and procedure to facilitate training, inference, monitoring and/or other LCM operations for both direct AI/ML positioning and AI/ML assisted positioning
· [bookmark: _Hlk152263082]specify necessary signaling of data collection; investigate the necessity of other information for supporting data collection, and if needed, specify during normative work
· investigate on the necessity and signaling details of measurement enhancements, and if needed, specify during normative work
· investigate on the necessity and signaling details of monitoring method(s), and if needed, specify during normative work

Conclusion@RAN1#114bis
For all five positioning cases (Case 1/2a/2b/3a/3b), RAN1 has not considered prioritization. 

Agreement @RAN1#110bis
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning




In Rel-18 study item, it is observed both direct AI/ML and AI/ML assisted positioning could achieve multifold (e.g., 10 times) enhancement gain to horizontal positioning accuracy than non-AI based positioning under heavy NLOS scenario. Potential spec impact and enhancement for data collection, inference, performance monitoring for the 5 sub use cases have also been studied and identified.

In RAN1#115 meeting [4], both direct AI/ML positioning and AI/ML assisted positioning have been recommended for normative work from RAN1 perspective. During Rel-18 study, the pros and cons for five different sub use cases have been studied, including RS overhead, signalling overhead, latency, and other aspects. However, due to the lack of the consensus on these aspects, no prioritization among five use cases has been made in RAN1. Considering both direct and assisted positioning can achieve comparable accuracy, and both UE-side and NW-side model can apply the AI/ML based positioning methods, it is recommended to specify all five sub use cases for AI based positioning enhancement in Rel-19.

[bookmark: _Hlk152275071]Proposal 3: Specify AI based positioning enhancement, including all the 5 sub use cases in Rel-19.
· [bookmark: _Hlk152275103][bookmark: _Hlk152266841]Specify necessary measurement, signaling and procedure to facilitate data collection, inference, performance monitoring, and/or other LCM operations
· Data collection: mechanisms for ground truth label generation
· Inference: reporting enhancement based on PRS/SRS measurements
· Performance monitoring: metric calculation with or without ground truth label

 CSI enhancement
For CSI enhancement, two sub-use cases have been studied: 
· Spatial-frequency domain CSI compression using two-sided AI model. 
· Time domain CSI prediction using UE sided model. 

CSI compression

	Agreement @RAN1#115
Capture the following as a conclusion in section 8 of the TR
· From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.
· At least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work.
· Trade-off between performance and complexity/overhead
· Issues related to inter-vendor training collaboration 
· Other aspects that require further study/conclusion are captured in the summary




Among all the six sub use cases, only CSI compression is based on two-sided model, and all the others are based on one-sided model. The LCM procedure of two-sided model is relatively different from that of one-sided model, especially for model training, model deployment, model testing, model monitoring, etc. Two-sided model is one key type of model regarding model deployment, and LCM of two-sided model is one typical type of LCM for the AI/ML framework study. So, we think when selecting the sub-use cases included in the Rel-19 WI, both one-sided model and two-sided model should be considered. 

During Rel-18 study item, the evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. However, there are still some remaining issues which have not been concluded or studied well, including preferred training collaboration types for normative work, the necessity of high-resolution ground truth format for data collection and performance monitoring, the necessity of dataset delivery over the air interface, etc. So, in RAN1#115 meeting, it is agreed that there is no consensus on the recommendation of CSI compression for normative work from RAN1 perspective.

Based on Rel-18 study progress on CSI compression, although the preferred training collaboration types for normative work and the related potential spec impact have not been concluded or identified, some other LCM operations to facilitate AI based CSI compression, such as model inference, performance monitoring, data collection have already been studied well. For data collection, the CSI-RS/SRS measurement enhancement for higher accuracy measurement, ground truth CSI content and the signaling for triggering data collection have been studied. Several performance monitoring methods, including the enhancement on monitoring metric calculation, and related report signaling are also identified.

It can be assumed in Rel-19 that the training collaboration of two-sided model for CSI compression is performed offline, and the CSI generation part and the CSI reconstruction part are paired without over the air signaling. AI based CSI compression could be specified in Rel-19, mainly focusing on the necessary enhancements and procedures for data collection, model inference, performance monitoring and other necessary LCM operations. 

[bookmark: _Hlk152275317]Proposal 4: Specify AI based CSI compression in Rel-19, including:
· Specify necessary mechanism(s) and signalling for data collection, model inference and performance monitoring and other LCM operations
· Data collection: enhancements of RS measurement and reporting
· Inference: enhancements of CSI report configuration
· Performance monitoring: monitoring metric calculation and signalling to enable monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations
· Functionality/model selection/switch/activation/ deactivation/switching, if needed
· Note: It is assumed in Rel-19 that training collaboration of two-sided model and/or model alignment is performed offline (without over-the-air signalling)


CSI prediction

	Agreement @RAN1#115
Capture the following conclusion in section 8 of the TR 38.843
· From RAN1 perspective, there is no consensus on the recommendation of CSI prediction for normative work.
· The reason for the lack of RAN1 consensus on the recommendation of CSI prediction for normative work is due to 
· Lack of results on the performance gain over non-AI/ML based approach and associated complexity
· Other aspects that require further study/conclusion are captured in the summary.




For AI based CSI prediction, the evaluation from some aspects have been performed in RAN1 and some observations have been achieved, including performance gain over non-AI/ML benchmark, model input/output type, generalization over UE speed, etc. 

However, some other evaluation aspects are identified but lack of observations, including scalability over various configurations (e.g., antenna port layout, bandwidth) and generalization over other scenarios (e.g., deployment scenario, carrier frequency). Besides, the results on the performance gain of AI/ML based CSI prediction over non-AI/ML based CSI prediction are limited and divergent. On the other hand, performance monitoring accuracy is also not evaluated during R18 SI phase. Therefore, there is no consensus on the recommendation of CSI prediction for normative work from RAN1 perspective.

AI based CSI prediction is based on one-sided model and only focus on UE-sided model. The LCM procedure what is defined for other use cases with UE-sided model can be reused here. So, we can further study and evaluate AI based CSI prediction in Rel-19 if time allows, including further evaluation on the performance gain over non-AI/ML based CSI prediction, scalability/ generalization over other configurations/scenarios, and performance monitoring methods. And if it is justified, specify necessary mechanisms and signaling for data collection, model inference and performance monitoring for AI based CSI prediction, including CSI-RS configuration and CSI report enhancement for data collection and performance monitoring.

Proposal 5: Continue the study of AI based CSI prediction, and if needed, specify the related mechanisms and signalling in Rel-19, including:
· Necessary mechanism(s) and signalling for data collection, model inference and performance monitoring.
· Enhancements on CSI-RS configuration and CSI report
· Performance metric driven and related procedure
· Necessary mechanism(s) and signalling for LCM operation
· Functionality selection/activation/ deactivation/switching/fallback, if needed

 General LCM aspects

During R18 study, both functionality-based LCM and model ID-based LCM frameworks have been studied and the following LCM aspects have been identified.
· Model identification and functionality identification
· Model transfer/delivery
· Data collection
· Functionality/model switching/activation/deactivation/fallback
· Performance monitoring
· Model training
· Model inference

[bookmark: _Hlk151713041]For functionality-based LCM and model ID-based LCM, based on study in RAN1, it seems functionality-based LCM is investigated much better than model-ID based LCM. Functionality-based LCM could provide functionality-level management of AI/ML operations and model-ID-based LCM could additionally provide finer granular, model-level management by NW of UE-side model and UE-part of two-sided model. But there are still some detailed procedures for model ID-based LCM have not been identified or concluded. So, we think functionality-based LCM can be prioritized for normative work in Rel-19.

Proposal 6: Functionality-based LCM is prioritized for normative work in Rel-19.

Due to the generalization limitation of AI/ML models, it’s hard to deploy one AI/ML model for all scenarios. It is very likely that there will be multiple models deployed in the network or UE side. If the model could not work well under some time/ scenario/ configuration, then the monitoring results are very important for the following LCM procedure, like model/ functionality switch/ activation/ deactivation/ fallback, to keep system performance stable and good enough.
[bookmark: _Hlk151739028]
Proposal 7: Specify the procedures and signaling to monitor the performance of models/functionalities for the selected use cases.

For each selected sub-use case, the necessary/recommended LCM components should be specified. The LCM related procedures and signaling enhancements, at least including functionality identification/ switching/ activation/ deactivation/ fallback, model inference/ monitoring, etc., should be specified.

In addition, data collection is a very important component of LCM for AI/ML, the data can be used for training, inference, monitoring and switching/activation/deactivation/fallback, etc. Therefore, specifying data collection framework for model training, inference, monitoring and management is necessary. Based on the outcome of RAN1 and RAN2 study, the existing framework (e.g., MDT, LPP, L3 reporting, L1 reporting) could be as baseline and be enhanced for the data collection framework for AI/ML use cases. 

Proposal 8: Specify the procedures and signaling of data collection for model training, inference, monitoring and management.

Moreover, for network-sided model training, if the training entity is gNB, the operator need to deploy computing capability and model training function on each gNB, which will definitely increase the cost of each gNB. In order to reduce the cost of deploying model training and computing capability for each gNB we propose to introduce a new entity in RAN for model training. And this entity can also be utilized to trigger the data collection procedure and then the data is used as input of network side model training. In summary, the new entity can be connected to multiple gNBs and can be used to trigger the data collection procedure. Furthermore, it will have strong computing capability which supports the model training based on the collected data. 

Proposal 9: A new entity in RAN is introduced for data collection and model training, which connects to multiple gNBs.

 Potential objectives of Rel-19 AI/ML for air interface

[bookmark: _Hlk152275591]Based on the above analysis, the potential objectives of Rel-19 AI/ML for air interface are proposed below:

Proposal 10: The potential objectives of Rel-19 AI/ML for air interface are proposed below:
· Specify the necessary procedures, protocol and signaling aspects for functionality-based LCM and model ID-based LCM procedure, e.g.
· Data collection for model training, inference, monitoring and management:
· Enhancements on the existing framework (e.g., MDT, LPP, L3 reporting, L1 reporting)
· Introducing a new entity in RAN for data collection and model training
· Performance monitoring
· Model/functionality selection/activation/deactivation/switching/fallback
· Model transfer/delivery between the UE and network entities
· Model and/or functionality related UE capability signaling
· Specify necessary use case specific measurement, signaling and procedures
· Specify procedures, protocol and signaling aspects to support AI based beam management, including spatial-domain DL Tx beam prediction and temporal DL Tx beam prediction for both UE-sided model and NW-sided model
· Signaling/mechanism(s) for data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Data collection: signaling, framework, data content, RS configuration, reporting overhead reduction
· Inference: RS configuration, beam reporting, beam indication for temporal DL Tx beam prediction
· Monitoring: performance metrics, performance reporting
· Signaling/mechanism(s) to facilitate LCM operations for UE-sided model
· Specify AI based positioning enhancement, including all the 5 sub use cases in Rel-19
· Specify necessary measurement, signaling and procedure to facilitate data collection, inference, performance monitoring, and/or other LCM operations
· Data collection: mechanisms for ground truth label generation
· Inference: reporting enhancement based on PRS/SRS measurements
· Performance monitoring: metric calculation with or without ground truth label
· Specify AI based CSI compression in Rel-19, including:
· Specify necessary mechanism(s) and signalling for data collection, model inference and performance monitoring and other LCM operations
· Data collection: enhancements of RS measurement and reporting
· Inference: enhancements of CSI report configuration
· Performance monitoring: monitoring metric calculation and signalling to enable monitoring
· Note: It is assumed in Rel-19 that training collaboration of two-sided model and/or model alignment is performed offline (without over-the-air signalling)
· Further study AI based CSI prediction, and if needed, specify the related mechanisms and signalling in Rel-19, including:
· Necessary mechanism(s) and signalling for data collection, model inference and performance monitoring.
· Enhancements on CSI-RS configuration and CSI report
· Performance metric driven and related procedure
· Necessary mechanism(s) and signalling for LCM operation
· Functionality selection/activation/deactivation/switching/fallback, if needed
· RAN4 requirements and test cases for AI/ML enabled features
 RAN4 related: Reduce delay requirements for FR2 with reduced RX beam sweeping factor based on AI/ML based beam prediction

In addition, it is proposed to consider the reduction on FR2 measurement delay based on AI/ML. The motivation is that it is observed that some of the FR2 RRM requirements allow excessively long delay with RX beam sweeping factor (e.g., for cell re-selection, the scaling factor (N1) could be up to 8 for FR2-1). In Rel-18, for the use case of AI/ML based beam management, UE could predict beams in time/spatial domain. This approach is also helpful for UE to perform RX beam sweeping, the RX beam sweeping factor could be reduced or eliminated with AI/ML, the FR2 RRM long delay requirements could be reduced.

Following are the simulation results for RX beam sweeping factor reduction based on beam-level measurement prediction with AI/ML solution. It can be observed that with AI/ML, the Rx beam can be predicted by a subset of beams. For 8Tx/2RX to predict 32Tx/8RX, with Top-3/1, the predict accuracy is above 90%. The RX beam sweeping factor (i.e., 8) could be reduced.

[image: ]

The potential objectives are suggested as following:
· Define reduced delay requirements for FR2 in RAN4, 
· Reducing RX beam sweeping factor based on AI/ML based beam prediction, including
· RRC_IDLE state and RRC_inactive state
· Cell re-selection requirements
· RRC Connected state
· handover delay
· Radio link monitoring, BFD, CBD, e.g., evaluation period
· SCell activation delay
· Cell identification requirements for intra-frequency and inter-frequency measurements

[bookmark: _Hlk152316042]Proposal 11: It is proposed to define reduced delay requirements for FR2 with reduced RX beam sweeping factor based on AI/ML based beam prediction in RAN4.

[bookmark: _Hlk144582129] Rel-19 SI: Study on realistic channel information collection for AI/ML
 Motivation
In current evaluation of the selected AI/ML enabled use cases (CSI, beam management, positioning) in Rel-18, the dataset used for model training, model monitoring, and model inference is generated based on 3GPP channel model due to the difficulty to reach consensus on any field dataset for the time being.

However, the 3GPP channel model in TR 38.901 is generally a statistical model with some specific parameters. Theoretically, it is relatively easy that these specific parameters can be learned by AI/ML if the AI/ML model is trained with the dataset generated with this statistic channel model. However, in real network, the realistic channel information is not so easy to be learned by AI/ML. We think the performance gain provided by AI/ML will be optimistic if only the dataset generated by channel model is used for performance evaluation (model training and model inference). The realistic channel information collected form the real world is critical for making AI/ML for air interface trustable, from training, and inference perspective.
Besides, if we use the dataset generated by channel model for both model training and RAN4 testing, it will lead to too optimistic assessment for the AI/ML model. The realistic channel information dataset can lay a solid foundation for the performance tests of AI functionality in RAN4.

Finally, the AI/ML techniques will not only be adopted in 5G-A age, but also play an important role in 6G evolution. There will be more and more use cases studied and specified in future, the realistic channel information can be very meaningful to the study of future use cases.

For different use cases, the formats of the needed model input, ground truth label/output could also be different. For example, the model input/ground truth label could be precoding matrix, raw channel, Type-II liked PMI or something else for the use case of CSI compression and CSI prediction; while for the use case of beam management, the model input could be L1-RSRP, CIR, etc., the ground truth label could be L1-RSRP or best beam index(es). As for the future use cases that haven’t been identified, there might be even more various formats of dataset. The format of realistic channel information should be studied considering the applicable use cases.

However, the dataset collection will consume the air interface resources obviously, while the performance of AI/ML based scheme will suffer some degradation if the amount of training dataset is not sufficient, or the quality of dataset cannot meet the requirements. So, the balance between the sufficiency of realistic channel information and the air interface overhead could be considered in Rel-19.

Finally, with the existence of realistic channel information, how to ensure AI/ML model testability and interoperability is an important issue for RAN4 aspects, which should also be studied in Rel-19.

Proposal 12: It is proposed to setup a Rel-19 SI to study on realistic channel information collection for AI/ML.

 Objectives
A new study item is expected over Rel 19 duration to study the feasibility and potential specification impacts of realistic channel information collection for AI/ML. There are several key aspects to be studied for collection of realistic channel information.

Firstly, the channel information in current NR system is obtained based on various assumptions and implementations, e.g., different channel estimation algorithms, etc., and the channel measurement results will be much related with the assumptions and implementations. Besides, different channel conditions (e.g., different SINR) will also affect the quality of channel measurement results. If the quality of channel information cannot be guaranteed in 3GPP, the bad dataset used for AI model training would make the AI/ML enabled feature even unworkable. Therefore, we need to investigate the requirements of universal dataset of realistic channel information and corresponding format.

Secondly, the channel can be measured at network side or at UE side and then reported to network side. Figure 1 illustrates the general framework of realistic channel information collection. We need to investigate gNB based autonomous collection and UE-reporting based collection. Regardless of which option to be used, we also need to investigate the potential architecture for collecting realistic channel information to construct a dataset which can be used for AI/ML training, RAN4 test and future investigation on AI/ML.


Figure 1. Realistic channel information collection framework for AI/ML

Based on the above discussion, the following objectives are proposed as the starting point for the Rel-19 realistic channel information collection for AI/ML SI.

· Objective 1: Investigate the requirements of universal dataset of realistic channel information and corresponding format.
· Objective 2: Investigate gNB based autonomous collection and UE-reporting based collection.
· Objective 3: Investigate the potential architecture for improving the application of realistic channel information dataset.
This study is mainly carried out in RAN1, but the coordination with other groups working on AI/ML is expected.  

Proposal 13: The potential objectives of Rel-19 SI of study on realistic channel information collection for AI/ML are proposed below:
· Objective 1: Investigate the requirements of universal dataset of realistic channel information and corresponding format.
· Objective 2: Investigate gNB based autonomous collection and UE-reporting based collection.
· Objective 3: Investigate the potential architecture for improving the application of realistic channel information dataset.

Conclusion
In this contribution, we discussed aspects on R19 AI based enhancement SI and WI scope. Based on the discussion, the following proposals have been proposed:

Proposal 1: Specify AI based beam management enhancement in Rel-19 WI, including spatial-domain DL Tx beam prediction and temporal DL Tx beam prediction for both UE-sided model and NW-sided model.
· Enhancements on signaling/mechanism(s) for data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Data collection: signaling, framework, data content, RS configuration, reporting overhead reduction
· Inference: RS configuration, beam reporting, beam indication for temporal DL Tx beam prediction
· Monitoring: signaling, performance metrics, benchmark/reference, beam reporting
· Enhancements on signaling/mechanism(s) to facilitate LCM operations for UE-sided model

Proposal 2: For the enhancement of supported AI enabled use case in Rel-19 WI, the compatibility of AI enabled UEs and legacy UEs could be considered.
Proposal 3: Specify AI based positioning enhancement, including all the 5 sub use cases in Rel-19.
· Specify necessary measurement, signaling and procedure to facilitate data collection, inference, performance monitoring, and/or other LCM operations
· Data collection: mechanisms for ground truth label generation
· Inference: reporting enhancement based on PRS/SRS measurements
· Performance monitoring: metric calculation with or without ground truth label
Proposal 4: Specify AI based CSI compression in Rel-19, including:
· Specify necessary mechanism(s) and signalling for data collection, model inference and performance monitoring and other LCM operations
· Data collection: enhancements of RS measurement and reporting
· Inference: enhancements of CSI report configuration
· Performance monitoring: monitoring metric calculation and signalling to enable monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations
· Functionality/model selection/switch/activation/ deactivation/switching, if needed
· Note: It is assumed in Rel-19 that training collaboration of two-sided model and/or model alignment is performed offline (without over-the-air signalling)
Proposal 5: Continue the study of AI based CSI prediction, and if needed, specify the related mechanisms and signalling in Rel-19, including:
· Necessary mechanism(s) and signalling for data collection, model inference and performance monitoring.
· Enhancements on CSI-RS configuration and CSI report
· Performance metric driven and related procedure
· Necessary mechanism(s) and signalling for LCM operation
· Functionality selection/activation/ deactivation/switching/fallback, if needed
Proposal 6: Functionality-based LCM is prioritized for normative work in Rel-19.
Proposal 7: Specify the procedures and signaling to monitor the performance of models/functionalities for the selected use cases.
Proposal 8: Specify the procedures and signaling of data collection for model training, inference, monitoring and management.
Proposal 9: A new entity in RAN is introduced for data collection and model training, which connects to multiple gNBs.
Proposal 10: The potential objectives of Rel-19 AI/ML for air interface are proposed below:
· Specify the necessary procedures, protocol and signaling aspects for functionality-based LCM and model ID-based LCM procedure, e.g.
· Data collection for model training, inference, monitoring and management:
· Enhancements on the existing framework (e.g., MDT, LPP, L3 reporting, L1 reporting)
· Introducing a new entity in RAN for data collection and model training
· Performance monitoring
· Model/functionality selection/activation/deactivation/switching/fallback
· Model transfer/delivery between the UE and network entities
· Model and/or functionality related UE capability signaling
· Specify necessary use case specific measurement, signaling and procedures
· Specify procedures, protocol and signaling aspects to support AI based beam management, including spatial-domain DL Tx beam prediction and temporal DL Tx beam prediction for both UE-sided model and NW-sided model
· Signaling/mechanism(s) for data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Data collection: signaling, framework, data content, RS configuration, reporting overhead reduction
· Inference: RS configuration, beam reporting, beam indication for temporal DL Tx beam prediction
· Monitoring: performance metrics, performance reporting
· Signaling/mechanism(s) to facilitate LCM operations for UE-sided model
· Specify AI based positioning enhancement, including all the 5 sub use cases in Rel-19
· Specify necessary measurement, signaling and procedure to facilitate data collection, inference, performance monitoring, and/or other LCM operations
· Data collection: mechanisms for ground truth label generation
· Inference: reporting enhancement based on PRS/SRS measurements
· Performance monitoring: metric calculation with or without ground truth label
· Specify AI based CSI compression in Rel-19, including:
· Specify necessary mechanism(s) and signalling for data collection, model inference and performance monitoring and other LCM operations
· Data collection: enhancements of RS measurement and reporting
· Inference: enhancements of CSI report configuration
· Performance monitoring: monitoring metric calculation and signalling to enable monitoring
· Note: It is assumed in Rel-19 that training collaboration of two-sided model and/or model alignment is performed offline (without over-the-air signalling)
· Further study AI based CSI prediction, and if needed, specify the related mechanisms and signalling in Rel-19, including:
· Necessary mechanism(s) and signalling for data collection, model inference and performance monitoring.
· Enhancements on CSI-RS configuration and CSI report
· Performance metric driven and related procedure
· Necessary mechanism(s) and signalling for LCM operation
· Functionality selection/activation/deactivation/switching/fallback, if needed
· RAN4 requirements and test cases for AI/ML enabled features
Proposal 11: It is proposed to define reduced delay requirements for FR2 with reduced RX beam sweeping factor based on AI/ML based beam prediction in RAN4.
Proposal 12: It is proposed to setup a Rel-19 SI to study on realistic channel information collection for AI/ML.
Proposal 13: The potential objectives of Rel-19 SI of study on realistic channel information collection for AI/ML are proposed below:
· Objective 1: Investigate the requirements of universal dataset of realistic channel information and corresponding format.
· Objective 2: Investigate gNB based autonomous collection and UE-reporting based collection.
· Objective 3: Investigate the potential architecture for improving the application of realistic channel information dataset.

Reference 
[1] RP-232745, Summary for RAN Rel-19 Package: RAN1/2/3-led, 3GPP RAN#102, December 11th – 15th, 2023
[2] RP-213560, Study on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface, 3GPP TSG RAN Meeting #94e, December 6-17, 2021.
[3] TR 38.843, Study on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface, 3GPP Release 18. 
[4] Chair’s Notes RAN1#115, Chicago, USA, November 13th – November 17th, 2023.

image3.emf
Realistic Channel Information

RS for channel 

measurement


Microsoft_Visio_Drawing.vsdx
Realistic Channel Information
RS for channel measurement



image1.png
Al/ML - Air Interface WI

™ References: RWS-230488, RP-231540, RP-232611

™ Potential objectives:

*  Consider support single sided models for,
¢ Positioning, further discuss whether to support all 5 sub use cases.
¢ Beam management for DL Tx prediction in both UE-sided and NW sided model,
* Consider support of single sided model for CSI prediction, if it is recommended to proceed with normative work taken all WG’s

outcome in Q4-23 into account
*  Consider support two-sided model for CSI compression, if it is recommended to proceed with normative work taken all
WG’s outcome in Q4-23 into account
*  Consider support the necessary/recommended LCM components for selected sub use cases

*  RAN4 requirements and test cases for AI/ML enabled features
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