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1	Work plan related evaluation
	Do you want to modify the time budget for this WI/SI compared to what was endorsed at the last RAN meeting?
	No



If you answered No:	Then please remove the Excel file from the zip file of this status report.
If you answered Yes:	Then please fill out the attached Excel template to request a modification of the time 		budgets for your WI /SI. The Excel table has to be filled out for all affected RAN WGs and 		up to the target date of the WI/SI. The basis are the endorsed time budgets of the last 		RAN meeting. Please highlight all changes of the values.
		One time unit (TU) corresponds to ~ 2 hours in the meeting.
		If this status report covers a WI with Core and Performance part, then please have one 		line for each in the attached Excel table.
		Note: If no Excel table is attached, then this means no time budget change.
Additional explanations/motivations for the time budget changes in the attached Excel table:


2.	Detailed progress in RAN WGs since last TSG meeting (for all involved WGs)
	NOTE: Agreements and Open issues impacted cross-TSG aspects shall be explicitly highlighted
2.1	RAN1
2.1.1	Agreements
2.1.1.1	RAN1#114bis
General aspects of AI/ML framework

Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.

Agreement 
For CSI compression (For reply LS)
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feeback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	 See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on precoding Matrix which has been more widely evaluated than channel matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or necessary precision of the target CSI. Some examples based on companies’ evaluations are: eType-II format (up to ~1000 bits), eType-II-like format (~ a few 1000 bits), and float32 format (up to ~ 150K bits). The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. 

Note 3: There is no agreement on the CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
Note 4: There is no agreement on the exact metric or reporting format. An example based on companies’ evaluations is: SGCS (10s of bits)
Note 5: There are no agreements on the reporting type.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion
Note 7: RAN1 has agreed to deprioritize Type 2 training over the air interface.

Note(serve as trace in session notes)
Data size for target CSI depends on the format and configuration, for examples,
· In eType-II PC 8 format, the payload size (PMI part) for rank 1, 13 subbands, 32 ports is around 300 bits.
· In eType-II PC 8 format, the payload size (PMI part) for rank 2, 19 subbands, 32 ports is around 800 bits.
· In floating point format (32 bits per sample), the precoding matrix for 1 layer, 13 subbands, 32 ports needs around 50 kilobits. This number doesn’t account for any potential compression techniques.
· In floating point format (8 bits per sample), the precoding matrix for 4 layers, 19 subbands, 32 ports needs around 40 kilobits. This number doesn’t account for any potential compression techniques.
· In floating point format (32 bits per sample), the precoding matrix for 4 layers, 19 subbands, 32 ports needs around 150 kilobits. This number doesn’t account for any potential compression techniques.

Agreement 
For CSI prediction at UE side (For reply LS)
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI in observation and prediction window
	See Notes 1, 2
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	ground truth (i.e., target CSI) corresponding to predicted CSI 
See Note 6
	See Notes 1, 2
	Near-real-time
	

	
	Calculated performance metrics / Performance monitoring output
See Note 6
	See Note 5
	Near-real-time
	



Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on channel matrix which has been more widely evaluated than precoding Matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or precision of the target CSI. The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. One example based on companies’ evaluations is up to around 1.5Mbits, assuming float 32 and 10 CSI-RS observation instances as input to predict one future CSI instance.
Note 3: There is no agreement on the predicted CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
Note 4: There are no agreements on the reporting type.
Note 5: There is no agreement on the performance metric or monitoring output details.
Note 6: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.

Note (serve as trace in session notes)
Data size for target CSI depends on the format and configuration, for examples,
· In floating point format (32 bits per sample), the channel matrix for 4 layers, 19 subbands (one matrix per subband), 32 ports needs around 150 kilobits per CSI-RS instance. Assuming 10 CSI-RS observation instances as input to predict one future CSI instance, the total is around 1.5M bits. This number doesn’t account for any potential compression techniques.

Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 

Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion

Agreement
For Beam management (For reply LS)

	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side

	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs

	Relaxed

	


	Inference
	UE-side
	Beam prediction results

	Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	



Note 1: There is no agreement on the data size of L1-RSRPs for Set A or Set B, but the following typical data size is provided as guidance for RAN2 discussion. Based on existing L1-RSRP reporting methodology, i.e., 7 bits for the strongest beam and 4 bits for the remaining beams, for Set B = 16 as an example, the typical data size would be 67 (hence up to ~100 bits), and for Set A = 128 as an example, the typical data size would be 515 (hence up to ~500 bits) if all beams in Set A were to be collected. For BM Case 2, the data size L1-RSRPs for Set A and Set B represents the data size per predicted future time instance and per history measurement time instance, respectively. Payload size may not be fixed.
Note 2: There are no agreements on the reporting type.
Note 4: Feasibility and necessity of the monitoring schemes listed in the table are under discussion.
Note 5: For BM Case 2, the typical value of the number of history measurement time instance used in evaluations is up to 8 and typical value of the number of predicted future time instance is 1~4.

Agreement
For positioning (For reply LS)
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7



Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.
· Example of calculation on a potential lower bound on measurement size per PRS/SRS resource:
· A potential lower bound on measurement size per PRS/SRS resource can be calculated as follows (assuming timing only for 9 measurements per PRS/SRS resource): 16 + 9*8 = 88 bits. The total lower bound can be 88*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix. This is based on the assumption of timing info as 16 bits for first arrival and 9 bits for relative timing.
· Example of calculation of a potential upper bound on measurement size per PRS/SRS resource:
· A potential upper bound on measurement size per PRS/SRS resource can be calculated as follows (assuming timing, power, and phase for 256 measurements per PRS/SRS resource and assuming 8 bit representation of each real number): 2*(8*256) = 4096 bits. The total upper bound can be 4096*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix.
· For location coordinates (corresponding to model output)
· The bit representation of location coordinates depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation for location coordinates can be 7 bytes to 18 bytes (i.e., 56 to 144 bits). The location information report in existing specifications may contain additional information besides location coordinates (e.g., velocity, location error, integrity info, etc.)
· For intermediate positioning measurement (corresponding to model output):
· The quantization and bit representation of time, [RSRP/RSRPP], and LOS/NLOS information (including their necessity) as model output still need to be discussed in an appropriate working group. As a reference to existing timing representation in Rel17 [TS 37.355], an example on the label size can be of 21 bits per PRS/SRS resource while assuming model output produces one timing of 21 bits per PRS/SRS resource. The label size can be 21*N bits, where N is number of PRS/SRS resources for which intermediate positioning measurement has been generated. If power info LOS/NLOS indicator (7 bits 1 bit per PRS/SRS resource assuming hard value for LOS/NLOS indicator) is included, the label size becomes 2822*N bits. 
Note 4: No agreement on reporting types (i.e., periodicity, event-triggered/on-demand, etc.). 
Note 5: There are no agreements on the reporting latency. 
Note 6: RAN1 agreed on an initial listing of entities that can derive the monitoring metric for AI/ML positioning for different cases (Case1 to Case3b):
 -1: At least UE derives monitoring metric
 -2a: At least UE and LMF (based on ground truth) derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -3a: At least gNB/TRP and LMF (based on ground truth) derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -2b and 3b: At least LMF derives monitoring metric 
Note 7: No agreement yet on a monitoring decision entity or their mapping to other entities (e.g., entity running the inference, entity deriving the monitoring metric, etc.).
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion. 

Agreement
For drafting LS,
This LS reply is meant to capture existing RAN1 agreements/conclusions/observations and discussions for the purpose of replying the RAN2 LS; The LS reply does not serve as additional agreements/conclusions/observations beyond what RAN1 has already agreed/concluded/observed.

Agreement
Common Notes for all sub-use-cases:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· In the reply, RAN1 captured the typical data size per each data sample.
· Model training is assumed to be offline training.
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in the RAN1 response to Part A.
· There may be other information identified for training not included in the tables. For example, in positioning enhancement, some information has been considered as potential spec impact (e.g., quality indicators, time stamps, RS configuration(s)). 
· In this reply for Part B, the term 'NW-side monitoring' is not explicitly used since RAN1’s understanding of the term is not fully aligned with RAN2 terminology. Rather, RAN1 explained directly the data contents for monitoring. It should also be noted that in the RAN1 response to part A, RAN1 used the term ‘NW-sided monitoring’ aligned with RAN2.
· For monitoring, RAN1 provided replies only for near-real-time monitoring. The requirements for data collection for relaxed monitoring, if necessary, can be considered to be similar to offline training requirements.

Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.

8.14.2	Other aspects on AI/ML for CSI feedback enhancement

In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  


		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult 
	
FFS

	FFS  
	FFS


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
Semi-flexible. Less flexible compared to type 3
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
FFS

	FFS
	FFS

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes. Performance loss refers to9.2.2.1 observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	 
Yes.Performance loss refers to9.2.2.1  observations
in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes per camped cell.
Generalization over multiple NW, performance loss refers to9.2.2.1 observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes.
Performance loss refers to9.2.2.1  observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support

	FFS

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	FFS
	Support

	Whether training data distribution can match the inference device
	More limited

	FFS

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:


		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	FFS
 
 
	FFS

	FFS

	FFS


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: FFS
	gNB: No
UE: Yes

	UE: Yes
gNB: FFS 

	Model update flexibility after deployment 
	Flexible 
	 

Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	FFS
	FFS
	FFS
	FFS

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes for gNB-part model. FFS for UE-part model.
	No
	No 

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes per camped cell.  
No

	 
Yes per camped cell.  
No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
FFS

	
FFS

	
FFS

	
FFS


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

FFS

	

FFS

	

FFS

	

FFS


	Whether training data distribution can match the inference device
	
FFS
 

	
FFS

	
FFS

	
FFS


	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

FFS

	

FFS

	

FFS

	

FFS


	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 

Agreement
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information

Agreement
Specification support of Quantization alignment for CSI feedback between CSI generation part at the UE and CSI reconstruction part at the NW is needed for supporting CSI compression using two-sided model use case, e.g.,
· through model pairing process, 
· alignment based on standardized quantization scheme. 
· Additional methods are not precluded. 

Agreement
· In CSI compression using two-sided model use case, for CSI report format, when output-CSI-UE and input-CSI-NW is precoding matrix, CSI part 1 includes at least CQI for first codeword, RI, and information representing the part 2 size. CSI part 2 includes at least the content of CSI generation part output. 
· Other CSI report formats are not precluded

Agreement
· Modify row item in previous conclusion from “Whether gNB can maintain/store a single/unified model” to “Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors”.

· Modify row item in previous conclusion from “Whether UE device can maintain/store a single/unified model” to “Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors”.



		     Training types
Characteristics
	Type 2

	
	Simultaneous
	Sequential 
NW first (note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus


	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus. 

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
No consensus


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.





		                  Training types
Characteristics
	Type 3

	
	NW first
	 UE first

	Flexibility to support cell/site/scenario/configuration specific model
	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Feasibility of allowing UE side and NW side to develop/update models separately
	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support (note x2)

	Support


note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”. 
Note x2: extendibility can be achieved by combining different training collaboration type 3.


		     Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

   

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  

  







		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether training data distribution can match the inference device
	Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No for UE 
	

Yes 
	

No for NW
	

Yes





		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	 


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)



Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.  

Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 

Note x5: 1 to many joint trainings is assumed.  

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843


Remaining aspects of AI/ML

Agreement
Capture the following observations in TR 38.843, which are updated from the corresponding observations in RAN1#114.
For both direct AI/ML positioning and AI/ML assisted positioning, evaluation results show that: 
· Fine-tuning/re-training a previous model with dataset of the new deployment scenario improves the model performance for the new deployment scenario. For details on the amount of improvement, see other observations.
· After fine-tuning/re-training a previous model with dataset of the new deployment scenario, the performance of the updated model degrades for the previous deployment scenario (e.g., previous clutter parameter setting) that the previous model was trained for.
· Examples of the deployment scenario include: different drops, different clutter parameter, different InF scenarios
For both direct AI/ML positioning and AI/ML assisted positioning, 
· if the new deployment scenario is significantly different from the previous deployment scenario the model was trained for (e.g., different drops, different clutter parameter, different InF scenarios), fine-tuning a previous model requires similarly large training dataset size as training the model from scratch, in order to achieve the similar performance for the new deployment scenario.
· If the new deployment scenario is NOT significantly different from the previous deployment scenario the model was trained for (e.g., 2ns difference in network synchronization error between the previous and the new deployment scenario), fine-tuning a previous model requires a small (e.g., x%=10%) training dataset size as compared to training the model from scratch, in order to achieve the similar performance for the new deployment scenario.


	======================= Start of text proposal to TR 38.843 v1.0.0 ====================
6.4.2.3	Fine-tuning
Observations:
Direct AI/ML positioning
...
As a summary of the observations above, for direct AI/ML positioning, evaluation results show that: 
· Fine-tuning/re-training a previous model with dataset of the new deployment scenario improves the model performance for the new deployment scenario. For details on the amount of improvement, see the observations listed above.
· After fine-tuning/re-training a previous model with dataset of the new deployment scenario, the performance of the updated model degrades for the previous deployment scenario (e.g., previous clutter parameter setting) that the previous model was trained for.
· Examples of the deployment scenario include: different drops, different clutter parameter, different InF scenarios
For direct AI/ML positioning, 
· if the new deployment scenario is significantly different from the previous deployment scenario the model was trained for (e.g., different drops, different clutter parameter, different InF scenarios), fine-tuning a previous model requires similarly large training dataset size as training the model from scratch, in order to achieve the similar performance for the new deployment scenario.
· If the new deployment scenario is NOT significantly different from the previous deployment scenario the model was trained for (e.g., 2ns difference in network synchronization error between the previous and the new deployment scenario), fine-tuning a previous model requires a small (e.g., x%=10%) training dataset size as compared to training the model from scratch, in order to achieve the similar performance for the new deployment scenario.

AI/ML assisted positioning
...
Both direct AI/ML positioning and AI/ML assisted positioning
As a summary of the observations above, for both direct AI/ML positioning and AI/ML assisted positioning, evaluation results show that: 
· Fine-tuning/re-training a previous model with dataset of the new deployment scenario improves the model performance for the new deployment scenario. For details on the amount of improvement, see the observations listed above.
· After fine-tuning/re-training a previous model with dataset of the new deployment scenario, the performance of the updated model degrades for the previous deployment scenario (e.g., previous clutter parameter setting) that the previous model was trained for.
· Examples of the deployment scenario include: different drops, different clutter parameter, different InF scenarios
For both direct AI/ML positioning and AI/ML assisted positioning, 
· if the new deployment scenario is significantly different from the previous deployment scenario the model was trained for (e.g., different drops, different clutter parameter, different InF scenarios), fine-tuning a previous model requires similarly large training dataset size as training the model from scratch, in order to achieve the similar performance for the new deployment scenario.
· If the new deployment scenario is NOT significantly different from the previous deployment scenario the model was trained for (e.g., 2ns difference in network synchronization error between the previous and the new deployment scenario), fine-tuning a previous model requires a small (e.g., x%=10%) training dataset size as compared to training the model from scratch, in order to achieve the similar performance for the new deployment scenario.

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.0.0 ====================




Agreement
Adopt the text proposal below to describe the AI/ML methods used in evaluation in TR38.843.
	======================= Start of text proposal to TR 38.843 v1.0.0 ====================
6.4	Positioning accuracy enhancements
6.4.1	Evaluation assumptions, methodology and KPIs
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.

For AI/ML based positioning, the following methods are evaluated.
(1) Direct AI/ML positioning, see an example illustrated in Figure 6.4.1-1.
(2) Assisted AI/ML positioning.
(a) Assisted AI/ML positioning with multi-TRP construction, see an example illustrated in Figure 6.4.1-2.
(b) Assisted positioning with single-TRP construction and one model for N TRPs, see an example illustrated in Figure 6.4.1-3.
(c) Assisted positioning with single-TRP construction and N models for N TRPs, see an example illustrated in Figure 6.4.1-4.

[image: ]
Figure 6.4.1-1. Direct AI/ML positioning

[image: ]
Figure 6.4.1-2. Assisted positioning with multi-TRP construction

[image: ]
Figure 6.4.1-3. Assisted positioning with single-TRP construction, and one model for N TRPs.

[image: ]
Figure 6.4.1-4. Assisted positioning with single-TRP construction, and N models for N TRPs.

=======================  End of text proposal to TR 38.843 v1.0.0 ====================




Agreement
Adopt the text proposal to clarify that the AI/ML positioning methods can be used on the network side or the UE side. Evaluation results have been submitted for both by companies.

	======================= Start of text proposal to TR 38.843 v1.0.0 ====================
<Unchanged text is omitted>
6.4.1	Evaluation assumptions, methodology and KPIs
For AI/ML-based positioning evaluation, RAN1 does not attempt to define any common AI/ML model as a baseline.
In the evaluation, some results use UE measurement information as model input, other results use gNB measurement information as model input, and they are not distinguished for summarizing the results. 
<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.0.0 ====================





Working Assumption
For AI-based beam management, from RAN1 perspective, at least the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling for UE-sided model

Agreement
Adopt the update of the text proposal for TR 38.843:
==== Start of text proposal for TR 38.843 =======

System performance related KPIs, including:
< Unchanged parts are omitted >
-	RS overhead reduction for BM-Case2, when Top-1 and Top-K beam (pairs) are inferred:
< Unchanged parts are omitted >
To calculate the measurement/RS overhead reduction and summarize results for BM-Case 2, at least when Top-1 beam (pair) is inferred:
< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======

Agreement
Adopt the update of the text proposal for TR 38.843:
==== Start of text proposal for TR 38.843 =======
5.2	Beam management
Finalization of representative sub-use cases:
The following are selected as representative sub-use cases: 
-	BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams
-	Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
-	Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A. Note: Set A is for DL beam prediction and Set B is . The codebook construction of Set A and Set B can be clarified by companies.
-	AI/ML model input consider: Alt 1): Only L1-RSRP measurement based on Set B; Alt.2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): CIR based on Set B; Alt. 4): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams
-	Consider: Alt. 1): AI/ML model training and inference at NW side. Alt. 2): AI/ML model training and inference at UE side.
-	Consider: Alt. i): Set A and Set B are different (Set B is NOT a subset of Set A). Alt. ii): Set B is a subset of Set A (Set A and Set B are not the same). Alt. iii): Set A and Set B are the same. 
-	AI/ML model input consider: measurement results of K (K≥1) latest measurement instances with the following alternatives: Alt. 1): Only L1-RSRP measurement based on Set B; Alt 2): L1-RSRP measurement based on Set B and assistance information; Alt. 3): L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID. 
-	F predictions for F future time instances can be obtained based on the output of AI/ML model, where each prediction is for each time instance. At least F=1.
Set B is a set of beams whose measurements are taken as inputs of the AI/ML model. 
Note: Beams in Set A and Set B can be in the same Frequency Range.
< Unchanged parts are omitted >
The following alternatives according to AI/ML model output are considered:
-	Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
-	e.g., N predicted beams can be the top-N predicted beams
-	Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
-	e.g., N predicted beams can be the top-N predicted beams
-	Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
-	e.g., N predicted beams can be the top-N predicted beams
Notes: It is up to companies to provide other alternative(s). Beam ID is only used for discussion purposes. All the outputs are “nominal” and only for discussion purpose. Values of N is up to each company. All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side. The Top-N beam IDs might have been derived via post-processing of the ML-model output.
< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======

Agreement
Adopt the update of the text proposal for TR 38.843:
==== Start of text proposal for TR 38.843 =======
6.3.2	Performance results
BM_Table 1 through BM_Table 5 in attached Spreadsheets for Beam Management evaluations present the performance results for: 
· BM_Table 1: Evaluation results for BMCase-1 without generalization
· BM_Table 2: Evaluation results for BMCase-2 without generalization
· BM_Table 3: Evaluation results for BMCase-1 with generalization for DL Tx beam prediction
· BM_Table 4. Evaluation results for BMCase-1 with generalization for beam pair prediction
· BM_Table 5. Evaluation results for BMCase-2 with generalization for DL Tx beam and beam pair prediction
In the following performance results, Top-K/1(%) is used for Top-K DL Tx beam prediction accuracy or Top-K beam pair prediction accuracy.
< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======

Agreement
Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI compression
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI compression. For generating the input of CSI generation model, it may need some further pre-processing on the measured channel; for the output of the CSI reconstruction model, some further post-processing may also be applied. Besides CSI feedback of quantization output, there may also be other CSI/PMI related information transmitted. There may be other examples of merging quantization/dequantization into the inference for CSI generation/reconstruction, CSI generation model/CSI reconstruction model, respectively. 
[image: A diagram of a computer

Description automatically generated]
Figure X An example of the CSI compression inference procedure. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***



Agreement
Adopt the following TP to TR 38.843 to describe the procedure of inference for CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.2.1 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI prediction sub use case specific aspects: 
The following figure provides an example for the inference procedure for CSI prediction. For generating the input of CSI prediction model, it may need some further pre-processing on the measured channel; for the output of the CSI prediction model, some further post-processing may also be applied. 
[image: A diagram of a model

Description automatically generated]
Figure X An example of the CSI prediction inference procedure.
For the evaluation of the AI/ML based CSI prediction sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




Agreement
Capture the following TP in Section 8 of the 3GPP TR 38.843 for the conclusion on AI/ML positioning part.
-------------------------------------------- Start of Text Proposal ----------------------------------------------------------------
This study focused on the analysis of potential enhancements necessary to enable AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods. 
Evaluation scenarios and KPIs were identified for system level analysis of AI/ML enabled RAT-dependent positioning techniques as described in Section 6.4.
Direct AI/ML positioning and AI/ML assisted positioning were identified and selected as the representative sub-use cases. Evaluation results have shown that in considered evaluation scenarios (i.e., InF-DH, and other InF scenarios), both direct AI/ML positioning and AI/ML assisted can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods. Various aspects of AI/ML for positioning accuracy enhancement were investigated and evaluated as described in Section 6.4 that provides summary of evaluation results from different sources. 
The necessity, feasibility and potential enhancements to facilitate the support of AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods were studied and the outcome are outlined in Section 7. 
Measurements, signalling and procedures were studied to enable AI/ML for positioning accuracy enhancements with NR RAT-dependent positioning methods and is recommended to be further investigated in normative work, and specified if necessary.
A variety of enhancements for measurements (e.g., based on extensions to current positioning measurements or with new measurements) were identified as potentially beneficial (e.g., trade-off positioning accuracy requirement and signalling overhead) and are recommended to be investigated further and if needed, specified during normative work. 
Based on conducted analysis, it is recommended to proceed with normative work for AI/ML based positioning.
-------------------------------------------- End of Text Proposal -----------------------------------------------------------------

Conclusion
For all five positioning cases (Case 1/2a/2b/3a/3b), RAN1 has not considered prioritization. 
Observation
For BM-Case1 when Set B is a subset of Set A or when Set B is different than Set A, without UE rotation, AI/ML can achieve good performance with measurements of fixed Set B that is 1/4 or 1/8 of Set A of beam measured with best Rx beam for DL Tx beam prediction, and with measurements of fixed Set B that is 1/4 or 1/8 or 1/16 of Set A for beam pair prediction. In addition, based on the evaluation results from 2 or 3 sources, for BM-Case1 DL Tx beam prediction, with 1/4 or 1/8 measurement/RS overhead, 96%~99% or 85%~98% of UE average throughput and 95%~97% or 70%~84% of UE 5%ile throughput of non-AI baseline option 1 (exhaustive search over Set A beams) can be achieved according to the predicted beam from AI/ML. Note that, ideal measurements are assumed in the evaluations (in section 6.3.2.1): beam could be measured regardless their SNR, no measurement error, and measurements obtained in a single-time instance (within a channel-coherence time interval), no quantization and no constraint on UCI payload (for NW-side model). 
With some realistic consideration (in section 6.3.2.3):  
· Existing quantization granularity of L1-RSRP causes a minor loss in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B at least for BM-Case1 for inference of DL Tx beam prediction. 
· Measurement errors degrade the beam prediction performance with AI/ML, while measurement errors also degrade the performance with non-AI baseline (both option 1 and option 2). 
· For DL Tx beam prediction, with the measurements from quasi-optimal Rx beam, some performance degradation (e.g., 2% to up to12% Top-1 beam prediction accuracy loss based on most of results) is observed comparing to with measurements from best Rx beam. If the measurements are from random Rx beam, large performance degradation is observed. 
In addition, comparing with fixed Set B (Opt 1), in case of with Set B changed among pre-configured patterns (Opt 2B), some performance degradation (e.g., no more than or about 10% Top-1 beam prediction accuracy loss based on most of results) is observed; in case of with Set B randomly changed in Set A of beams (Opt 2C), large degradation (e.g, 20%~50% Top-1 beam prediction accuracy loss based on most of results) is observed. With reduced number of measurements of a fixed set of beams (Set C) as inputs of AI/ML (Opt 2D), some performance degradation (e.g., <10% Top-1 beam prediction accuracy loss based on most of results) is observed, comparing with using all measurements from Set C, in the meanwhile, UCI reporting overhead for inference inputs can be reduced (e.g., 1/2 to 7/8 UCI reporting overhead reduction) comparing with reporting all measurements of the fixed beam Set C. 
Moreover, the performance with different label options has been evaluated which may lead to different data collection overhead for training (for both BM-Case1 and BM-Case2). 

Observation
Evaluation results for BM-Case2 when Set B= Set A for DL Tx beam prediction with the measurements from the best Rx beam and beam pair prediction are summarized in Table AA and Table BB, without considering generalization aspects.
Table AA: Summary of the evaluation results for BM-Case2 when Set B=Set A for DL Tx beam prediction
	
	Without rotation
	With rotation

	Beam prediction accuracy performance comparing with non-AI baseline (option 2) 
	For 80ms or 160ms prediction time:
· Some evaluation results show AI/ML may have similar performance or some degradation
For 160ms or larger prediction time: 
· Most of evaluation results show AI/ML provides some beam prediction accuracy gain
· For the longer the prediction time, the higher gain of beam prediction accuracy can be achieved by AI/ML.
	AI/ML can provide some beam prediction accuracy gain:
For the longer the prediction time, the higher gain of beam prediction accuracy can be achieved by AI/ML


(2 sources)

	RS overhead Case A, comparing with non-AI baseline (option 1)
	AI/ML can achieve decent beam prediction accuracy with 1/5~1/2 measurement/RS overhead reduction 
	NA




	RS overhead Case B, comparing with non-AI baseline (option 2) with given prediction accuracy
	AI/ML can achieve a certain beam prediction accuracy with 7/10 measurement/RS overhead reduction 
(1 source) 
	AI/ML can achieve a certain beam prediction accuracy with 1/2 measurement/RS overhead reduction 
(1 source)

	RS overhead Case B+, comparing with non-AI baseline (option 1)
	AI/ML can achieve good beam prediction with 80% measurement/RS overhead reduction 
(1 source)
	AI/ML can achieve good beam prediction with more than 80% measurement/RS overhead reduction
(1 source)



Table BB: Summary of the evaluation results for BM-Case2 when Set B=Set A for beam pair prediction 
	
	Without rotation
	With rotation

	Beam prediction accuracy performance comparing with non-AI baseline (option 2) 
	For 160ms or less prediction time
· AI/ML may or may not provide beam prediction accuracy gain 
For the longer the prediction time, 
· the higher gain of beam prediction accuracy can be achieved by AI/ML.
	AI/ML may or may not provide beam prediction accuracy gain comparing
(3 sources)

	RS overhead Case A, comparing with non-AI baseline (option 1)
	AI/ML can provide good beam prediction accuracy with the less measurements/RS overhead (up to 1/2)

	NA


	RS overhead Case B, comparing with non-AI baseline (option 2) with given prediction accuracy
	AI/ML can achieve a certain beam prediction accuracy with 1/2 or 3/5 measurement/RS overhead reduction 
(2 source) 
	NA

	RS overhead Case B+, comparing with non-AI baseline (option 1)
	AI/ML can achieve good beam prediction accuracy with 80% measurement/RS overhead reduction 
(1 source)
	NA



For BM-Case2 when Set B is a subset of Set A for DL Tx beam prediction with the measurements from the best Rx beam, without considering generalization aspects, AI/ML can achieve good prediction accuracy with 1/2, 1/3, 1/4, 1/8 RS overhead in spatial domain, for the case Set B is fixed or variable with pre-configured patterns of beams with or without UE rotation. More RS/measurements overhead reduction can be achieved considering overhead reduction in time domain. 
For BM-Case2 when Set B is a subset of Set A for beam pair prediction, without considering generalization aspects
· without UE rotation, AI/ML can achieve good prediction accuracy with 1/4, 1/8, 1/16 RS overhead in spatial domain, for the case Set B is fixed or variable with pre-configured patterns of beams.  
· with UE rotation, from 2 sources, AI/ML can provide 15% or 44% prediction accuracy gain with 1/4, 1/16 RS overhead in spatial domain comparing with non-AI baseline (option 2), for the case Set B is fixed or variable with pre-configured patterns of beams. However, the Top-1 beam prediction accuracy may or may not be good enough. 
· More RS/measurements overhead reduction can be achieved considering overhead reduction in time domain.
Note that, ideal measurements are assumed in the above evaluations (for BM-Case2): beam could be measured regardless their SNR, no measurement error, no quantization and no constraint on UCI payload (for NW-side model). With measurement error, quantization or measurements results from quasi-optimal Rx beam for DL Tx beam prediction, similar observations are observed (for some cases) or expected as for BM-Case1. 

Agreement
Adopt the following TP to TR 38.843 to capture the complexity results for CSI compression and CSI prediction.
	------------------ Text Proposal for 38.843 v1.0.0 Clause 6.1------------------
6.1	Common evaluation methodology and KPIs
*** Unchanged text is omitted ***
Common KPIs (if applicable): 
-	Performance
-	Intermediate KPIs
-	Link and system level performance 
-	Generalization performance
-	Over-the-air Overhead
-	Overhead of assistance information
-	Overhead of data collection
-	Overhead of model delivery/transfer
-	Overhead of other AI/ML-related signalling
-	Inference complexity, including complexity for pre- and post-processing
-	Computational complexity of model inference: TOPs, FLOPs, MACs
- there may be a disconnection between actual complexity and the complexity evaluated as captured in Section 6 using these KPIs due to the platform-dependency and implementation (hardware and software) optimization solutions
-	Computational complexity for pre- and post-processing
*** Unchanged text is omitted ***

------------------ Text Proposal for 38.843 v1.1.0 Clause 6.2.2 ------------------
6.2.2	Performance results
*** Unchanged text is omitted ***
Observations: 
CSI compression
For the evaluation of CSI compression, for the type of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part), a vast majority of companies adopt precoding matrix as model input/output.
Note: For the evaluations of CSI compression with 1-on-1 joint training, 22 sources take precoding matrix without angular-delay domain conversion as the model input/output; 2 sources take precoding matrix with angular-delay domain representation as the model input/output. No company submitted explicit channel matrix as input.
The complexity metric in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI compression with summarized in the following Max rank 1 are figure, where the complexity for the CSI generation part and the complexity for the CSI reconstruction part are illustrated separately. 
-  A majority of 25 sources adopt the CSI generation model subject to the FLOPs from 10M to 800M, and 26 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M.
-  A majority of 21 sources adopt the CSI generation model subject to the number of parameters from 1M to 13M, and 22 sources adopt the CSI reconstruction model subject to the FLOPs from 1M to 17M.
-  Results refer to Table 1 of Section 7.3, R1-2310450.
[image: A graph with red and blue dots

Description automatically generated]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI compression. 
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***
CSI Prediction
The complexity values in terms of FLOPs and number of parameters of AI/ML models adopted in the evaluations of CSI prediction are summarized in the following figure. 
-  Results refer to Table 2 of Section 7.3, R1-2310450.
[image: A graph with blue dots

Description automatically generated]
Figure X Complexity of AI/ML models from evaluation results in terms of FLOPs and number of parameters for CSI prediction. 
For the AI/ML based CSI prediction, compared with the benchmark of the nearest historical CSI:
*** Unchanged text is omitted ***




Agreement
Adopt the following TP related with changes to the EVM table to TR 38.843.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
For calibration purposes on the dataset and/or AI/ML model across companies, companies were encouraged to align the parameters (e.g., for scenarios/channels) for generating the dataset in the simulation as a starting point. 
For the evaluation of the AI/ML based CSI feedback enhancement, for ‘Channel estimation’, ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference. 
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation. 
*** Unchanged text is omitted ***
Table 6.2.1-1: Baseline System Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	*** Unchanged text is omitted ***

	CSI feedback
	Feedback assumption at least for baseline scheme
- CSI feedback periodicity (full CSI feedback): 5 ms (baseline)
- Scheduling delay (from CSI feedback to time to apply in scheduling): 4 ms

	Overhead
	Companies shall provide the downlink overhead assumption (i.e., whether the CSI-RS transmission is UE-specific or not and take that into account for overhead computation)

	Traffic model
	At least, FTP model 1 with packet size 0.5 Mbytes is assumed.
Other options are not precluded

	Traffic load (Resource utilization)
	20/50/70%. Companies are encouraged to report the MU-MIMO utilization.  

	UE distribution
	CSI compression: 80% indoor (3 km/h), 20% outdoor (30 km/h)
CSI prediction: 100% outdoor (10, 20, 30, 60, 120 km/h) including outdoor-to-indoor car penetration loss per TR 38.901 if the simulation assumes UEs inside vehicles. No explicit trajectory modeling considered for evaluations. 

	UE receiver
	MMSE-IRC as the baseline receiver

	Feedback assumption
	Realistic

	Channel estimation         
	Realistic as a baseline. Up to companies to choose the error modelling method for realistic channel estimation.
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.
FFS ideal channel estimation

	*** Unchanged text is omitted ***

	Baseline for performance evaluation
	For CSI compression:
Companies need to report which option is used between:
- Rel-16 TypeII Codebook as the baseline for performance and overhead evaluation.
- Rel-17 TypeII Codebook as the baseline for performance and overhead evaluation.

Additional assumptions from R17 TypeII EVM: Same consideration with respect to utilizing angle-delay reciprocity should be considered taken for the AI/ML based CSI feedback and the baseline scheme if R17 TypeII codebook is selected as baseline.

Optionally, Type I Codebook (if it outperforms Type II Codebook) can be considered for comparing AI/ML schemes.

For CSI-prediction: 
Both of the followings are taken as baselines
Companies need to report which option is used between:
· The nearest historical CSI without prediction
· Non-AI/ML or AI/ML with collaboration Level x based CSI prediction for which corresponding details would need to be reported
Note: the specific non-AI/ML based CSI prediction is compatible with R18 MIMO; collaboration level x AI/ML based CSI prediction could be implementation based AI/ML compatible with R18 MIMO as an example.

For the evaluation of CSI enhancements, companies can optionally provide the additional throughput baseline based on CSI without compression (e.g., eigenvector from measured channel), which is taken as an upper bound for performance comparison.



Note:	the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
Table 6.2.1-2 presents the baseline link level simulation assumptions for AI/ML based CSI feedback enhancement evaluations. 
Table 6.2.1-2: Baseline Link Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline, FFS ideal channel estimation
Ideal DL channel estimation is optionally taken into the baseline of evaluation methodology for the purpose of calibration and/or comparing intermediate results (e.g., accuracy of AI/ML output CSI, etc.). Up to companies to report whether/how ideal channel is used in the dataset construction and performance evaluation/inference.
Note: Eventual performance comparison with the benchmark release and drawing SI conclusions should be based on realistic DL channel estimation.

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied


Note:	the baseline EVM is used to compare the performance with the benchmark release, while the AI/ML related parameters (e.g., dataset construction, generalization verification, and AI/ML related metrics) can be of additional/different assumptions. The conclusions for the use cases in the SI should be drawn based on generalization verification over potentially multiple scenarios/configurations.
*** Unchanged text is omitted ***





Agreement
Adopt the following TP related with changes to the KPI part to TR 38.843.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
KPIs and Evaluation metrics: 
-	Capability/complexity: Floating point operations (FLOPs), AI/ML model size, number of AI/ML parameters AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters reported by companies who may select either or both
-	Reported separately for the CSI generation part and the CSI reconstruction part (for CSI compression sub-use case) 
-	When reporting the computational complexity including the pre-processing and post-processing, the complexity metric of FLOPs may be reported separately for the AI/ML model and the pre/post processing. While reporting the FLOPs of pre-processing and post-processing the following boundaries are considered:
-	Estimated raw channel matrix per each frequency unit as an input for pre-processing of the CSI generation part.
-	Precoding vectors per each frequency unit as an output of post-processing of the CSI reconstruction part.
-	AI/ML memory storage in terms of AI/ML model size and number of AI/ML parameters is adopted as part of the ‘Evaluation Metric’, and reported by companies who may select either or both.
*** Unchanged text is omitted ***
-	CSI compression: Intermediate KPI: monitoring mechanism considered as: 
*** Unchanged text is omitted ***
-	Step 2: For each of the K test samples, a bias factor of monitored intermediate KPI (KPIDiff) is calculated as a function of KPIDiff = f ( KPIActual , KPIGenie ), where KPIActual is the actual intermediate KPI, and KPIGenie is the genie-aided intermediate KPI. 
*** Unchanged text is omitted ***
-	KPIDiff = f ( KPIActual , KPIGenie ) can take the following forms: 
-	Option 1 (baseline for calibration): Gap between KPIActual and KPIGenie, i.e. KPIDiff = (KPIActual - KPIGenie); Monitoring accuracy is the percentage of samples for which | KPIDiff| < KPIth 1, where KPIth 1 is a threshold of the intermediate KPI gap which can take the following values: 0.02, 0.05 and 0.1.
-	Option 2 (optional and up to companies to report): Binary state where KPIActual and KPIGenie, have different relationships to their threshold(s), i.e., KPIDiff = (KPIActual > KPIth 2, KPIGenie > < KPIth 3) OR (KPIActual < KPIth 2, KPIGenie < > KPIth 3), where KPIth 2 is considered to be the same as KPIth 3. Monitoring accuracy is the percentage of samples for which KPIDiff = 0. 
*** Unchanged text is omitted ***




Agreement
Adopt the following TP related with changes to the model generalization part to TR 38.843.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
Model generalization:
In order to study the verification of generalization, the following aspects are encouraged to be reported:
-	The configuration(s)/scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
-	The configuration(s)/scenario(s) for testing/inference
-	The detailed list of configuration(s) and/or scenario(s)
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
*** Unchanged text is omitted ***
To verify the generalization/scalability performance of an AI/ML model over various configurations (e.g., which may potentially lead to different dimensions of model input/output), the set of configurations are considered focusing on one or more of the following aspects:
-	Various bandwidths (e.g., 10MHz, 20MHz) and/or frequency granularities, (e.g., size of subband)
-	Various sizes of CSI feedback payloads, FFS candidate payload number
-	Various antenna port layouts, e.g., (N1/N2/P) and/or antenna port numbers (e.g., 32 ports, 16 ports)
*** Unchanged text is omitted ***
For CSI compression, to achieve the scalability over different output dimensions of CSI generation part (e.g., different generated CSI feedback dimensions), the generalization cases of are elaborated as follows
-	Case 1: The AI/ML model is trained based on training dataset from a fixed output dimension Y1 (e.g., a fixed CSI feedback dimension), and then the AI/ML model performs inference/test on a dataset from the same output dimension Y1.
-	Case 2: The AI/ML model is trained based on training dataset from a single output dimension Y1, and then the AI/ML model performs inference/test on a dataset from a different output dimension Y2.
-	Case 3: The AI/ML model is trained based on training dataset by mixing datasets subject to multiple dimensions of Y1, Y2,..., Yn, and then the AI/ML model performs inference/test on a single dataset of Y1, or Y2,…, or Yn.
-	Notes: For Case 1/2/3, companies to report whether the output of the CSI generation part is before quantization or after quantization. For Case 2/3, the solutions to achieve the scalability between Yi and Yj, are reported by companies, including, e.g., truncation, additional adaptation layer in AI/ML model, etc.
Model Fine-tuning: 
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement, which is optionally assessed, the following case is considered:
-	The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B. 
-	In this case, the fine-tuning dataset setting (e.g., size of dataset) is to be reported along with the improvement of performance.
Further details on evaluations including training collaboration types
*** Unchanged text is omitted ***
For SLS, spatial consistency Procedure A with 50m decorrelation distance from TR 38.901 is used (if not used, assumptions used need to be reported). UE velocity vector is assumed as fixed over time in Procedure A modelling. 

Model Fine-tuning: 
For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement, which is optionally assessed, the following case is considered:
-	The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B. 
-	In this case, the fine-tuning dataset setting (e.g., size of dataset) is to be reported along with the improvement of performance.
*** Unchanged text is omitted ***





Agreement
Adopt the following TP related with changes to the training collaboration types part to TR 38.843.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
Further details on evaluations including training collaboration types
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
For the evaluation of Type 2 (Joint training of the two-sided model at network side and UE side, respectively), following procedure is considered as an example:
*** Unchanged text is omitted ***
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
-	Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
-	Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
-	Companies to report Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable. Also report the Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
-	Step3: UE side trains the UE side CSI generation part based on the received set of information
-	Other Type 3 NW-first training approaches are not precluded 
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with UE side training (UE-first training):
-	Step1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly
-	Step2: After UE side training is finished, UE side shares NW side with a set of information (e.g., dataset) that is used by the NW side to be able to train the CSI reconstruction part
-	Companies to report Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable. Also, report the Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.
-	Step3: NW side trains the NW side CSI reconstruction part based on the received set of information
-	Other Type 3 UE-first training approaches are not precluded
*** Unchanged text is omitted ***
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors:
*** Unchanged text is omitted ***
-	Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
-	Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
-	Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
-	Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
-	Companies to report Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable. Also, report the Quantization behaviour, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.
-	Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
-	Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
-	Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
-	Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
-	Companies to report Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable. Also report the Quantization behaviour, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
-	Case 4: 1-on-1 training with joint training: benchmark/upper bound for performance comparison.
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
For the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
*** Unchanged text is omitted ***




Agreement
Adopt the following TP related with changes to the CSI compression sub use case specific aspects to TR 38.843.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
For the evaluation of the AI/ML based CSI compression sub use case, companies are encouraged to report details of their models, including:
-	The structure of the AI/ML model, e.g., type (CNN, RNN, Transformer, Inception, …), the number of layers, branches, real valued or complex valued parameters, etc.
-	AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) types for evaluations:
-	Raw channel matrix (in frequency or delay domain), e.g., channel matrix with dimensions of Tx, Rx, and frequency unit
-	Precoding matrix (as a group of eigenvectors or an eTypeII-like reporting)
-	Data pre-processing/post-processing
-	Loss function
-	Specific quantization/dequantization method, e.g., vector quantization, scalar quantization, etc, considering the following aspects: 
For the evaluation of the AI/ML based CSI compression sub use cases, at least the following types of AI/ML model input (for CSI generation part)/output (for CSI reconstruction part) are considered for evaluations:
-	Raw channel matrix, e.g., channel matrix with the dimensions of Tx, Rx, and frequency unit. Companies to report the raw channel is in frequency domain or delay domain.
-	Precoding matrix. Companies to report the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation).
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies
-	Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
-	Fixed/pre-configured quantization method/parameters is applied for the inference phase. Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc 
-	Case 2: Quantization-aware training, where quantization/dequantization is involved in the training process
-	Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase. Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
-	Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase. Companies to report how to update the quantization method/parameters during the training
-	Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
-	How to use the quantization methods are reported by companies
For evaluating the performance impact of ground-truth quantization in the CSI compression, 
-	Considering performance impact of ground truth quantization in the CSI compression
-	Studying study high resolution quantization methods for ground truth CSI, including at least the following options: 
-	High resolution scalar quantization 
-	High resolution codebook quantization, e.g., Rel-16 TypeII-like method with new parameters, in which case companies are to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,, , reference amplitude, differential amplitude, phase, etc
-	Float32 adopted as the baseline/upper-bound for performance comparisons
-	Consider the legacy values of PC6&PC8 for performance comparison
	*** Unchanged text is omitted ***	
6.2.2	Performance results
	*** Unchanged text is omitted ***	
-	Ground-truth CSI quantization method: Float32, i.e., without quantization (baseline/upper-bound for performance comparison)
-	Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 eType II-like method with new parameters (consider the legacy values of PC6&PC8 as the baseline/lower-bound of performance comparison), scalar quantization, etc. 
	*** Unchanged text is omitted ***	




Agreement
Adopt the following TP related with changes to “Summary of Performance Results for CSI feedback enhancement” in TR 38.843, Section 6.2.2.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.2	Performance results
*** Unchanged text is omitted ***
6.2.2.8	Summary of Performance Results for CSI feedback enhancement
The following aspects have been studied for the evaluation on AI/ML based CSI compression in Rel-18:
· From the perspective of basic performance gain over non-AI/ML benchmark (assuming 1 on 1 joint training without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT, CSI feedback overhead reduction
· the benchmark of R16 Type II codebook
· It has been studied but is lack of observations on: 
· the metric of NMSE
· the benchmarks of Type I codebook and R17 Type II codebook
· It has been studied with corresponding observations on complexity but without comparison with non-AI/ML.
· From the perspective of AI/ML solutions (assuming 1 on 1 joint training without considering generalization), 
· It has been studied with corresponding observations on: model input/output type, monitoring for intermediate KPI (including NW side monitoring and UE side monitoring), quantization methods (including quantization awareness for training, and quantization format), and high resolution ground-truth CSI for training, with the metric of SGCS.
· It has been studied but is lack of observations on: the options of CQI/RI calculation, and the options of rank>1 solution
· From the perspective of generalization over various scenarios (assuming 1 on 1 joint training),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenarios including various deployment scenarios, various outdoor/indoor UE distributions, various carrier frequencies, and various TxRU mappings
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· other aspects of scenarios
· the approach of fine-tuning
· From the perspective of scalability over various configurations (assuming 1 on 1 joint training),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the configurations including various bandwidths/frequency granularities, various CSI feedback payloads, and various antenna port numbers
· the approach of dataset mixing (generalization Case 3), and the approach of fine-tuning for CSI feedback payloads
· the scalability solutions
· It has been studied but is lack of observations on: 
· other aspects of configurations
· the approach of fine-tuning for configurations other than CSI feedback payloads
· From the perspective of multi-vendor joint training (without considering generalization),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· joint training between 1 NW part model and M>1 UE part models, and joint training between 1 UE part model and N>1 NW part models
· It has been studied but is lack of observations on: 
· joint training between N>1 NW part models and M>1 UE part models
· performance comparison between simultaneous training and sequential training
· From the perspective of separate training (without considering generalization),
· It has been studied with corresponding observations on (with the metric of SGCS): 
· NW first training, including 1 NW part model to 1 UE part model with same backbone and with different backbones, and 1 UE part model to N>1 NW part models
· UE first training, including 1 NW part model to 1 UE part model with same backbone and with different backbones, and 1 NW part model to M>1 UE part models
· Impact of shared dataset under 1 NW part model to 1 UE part model for NW first training and UE first training
· It has been studied but is lack of observations on: 
· the metric of air-interface overhead of information (e.g., dataset) sharing

The following aspects have been studied for the evaluation on AI/ML based CSI prediction:
· From the perspective of basic performance gain over non-AI/ML benchmark (without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT;
· the benchmarks of nearest historical CSI and auto-regression/Kalman filter based CSI prediction.
· Note: the benchmark of level x based CSI prediction is represented by generalization cases.
· It has been studied but is lack of observations on: 
· the impact of modeling spatial consistency
· the metrics of NMSE
· It has been studied with corresponding observations on complexity but without comparison with non-AI/ML
· From the perspective of AI/ML solutions (without considering generalization), 
· It has been studied with corresponding observations on (with the metric of SGCS and the benchmark of nearest historical CSI): impact of input type, impact of UE speed, impact of prediction window, impact of observation window
· From the perspective of generalization over various scenarios,
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenario including various UE speeds
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· various deployment scenarios, various carrier frequencies, and other aspects of scenarios.
· the approach of fine-tuning
· From the perspective of scalability over various configurations, it has been studied but is lack of observations.
*** Unchanged text is omitted ***





Agreement
Adopt the following TP related with changes to the CSI prediction sub use case specific aspects to TR 38.843.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI prediction sub use case specific aspects: 
For the evaluation of the AI/ML based CSI prediction sub use case, companies are encouraged to report details of their models, including:
-	The structure of the AI/ML model, e.g., type (FCN, RNN, CNN,…), the number of layers, branches, format of parameters, etc.
-	The input CSI type, e.g., raw channel matrix, eigenvector(s) of the raw channel matrix, feedback CSI information, etc.
-	Including assumptions on the observation window, i.e., number/time distance of historic CSI/channel measurements
-	The output CSI type, e.g., channel matrix, eigenvector(s), feedback CSI information, etc.
-	Including assumptions on the prediction window, i.e., number/time distance of predicted CSI/channel
-	Data pre-processing/post-processing
-	Loss function
For the input CSI type, both of the following types are considered for evaluations:
-	Raw channel matrixes.
-	Eigenvector(s).
For SLS, spatial consistency Procedure A with 50m decorrelation distance from TR 38.901 is used (if not used, assumptions used need to be reported). UE velocity vector is assumed as fixed over time in Procedure A modelling.
*** Unchanged text is omitted ***



Agreement
Adopt the following TP related with changes to the results calibration part to TR 38.843.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
*** Unchanged text is omitted ***
For CSI compression sub use case with rank ≥ 1, AI/ML model setting to adapt to ranks/layers to be reported amongst the following options:
*** Unchanged text is omitted ***
-	For CSI compression sub use case with rank >1, the storage of memory storage/number of parameters is reported as the summation of memory storage/number of parameters over all models potentially used for any layer/rank, e.g.,
-	Option 1-1 (rank specific)/Option 3-2 (layer common and rank specific): Sum of memory storage/number of parameters over all rank specific models.
-	Option 1-2 (rank common): A single memory storage/number of parameters for the rank common model.
-	Option 2-1 (layer specific and rank common): Sum of memory storage/number of parameters over all layer specific models.
-	Option 2-2 (layer specific and rank specific): Sum of memory storage/number of parameters for the specific models over all ranks and all layers in per rank.
-	Option 3-1 (layer common and rank common): A single memory storage/number of parameters for the common model
For the evaluation of CSI compression, the specific CQI determination method(s) for AI/ML can be reported by introducing an additional field in the template, e.g.,
-	Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation.
-	Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment.
-	Option 1c: CQI is calculated based on traditional codebook.
-	Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
-	Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW.
-	Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW.
-	Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder.
*** Unchanged text is omitted ***
6.2.2	Performance results
	*** Unchanged text is omitted ***	
For the evaluation of CSI compression, the specific CQI determination method(s) for AI/ML can be reported by introducing an additional field in the template, e.g.,
-	Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment.
-	Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW.
-	Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW.
-	Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder.
-	Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation.
-	Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment.
-	Option 1c: CQI is calculated based on traditional codebook.
For the evaluation of CSI compression of 1-on-1 joint training without model generalization/scalability, the The following baselines are recommended to facilitate calibration of results: 
-	Benchmark: R16 eType II CB; 
-	Others can be additionally submitted, e.g., Type I CB.
-	Input/Output type: Eigenvectors of the current CSI
-	Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
	*** Unchanged text is omitted ***	




Agreement
Adopt the following TP related with changes to the observation part to TR 38.843.
	------------------ Text Proposal for 38.843 v1.0.0 ------------------
6.2.2	Performance results
	*** Unchanged text is omitted ***	
For the evaluation of AI/ML based CSI compression compared to the benchmark in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
*** Unchanged text is omitted ***
· For Max rank 4:
*** Unchanged text is omitted ***
· For RU≥70%, 3 sources observe the performance gain of -1%~17%
· 3 sources observe the performance gain of 3%~17% at CSI overhead A (small overhead);
· 2 sources observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);
· 3 sources observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);
· Note: 1 source observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
The above results are based on the following assumptions besides the assumptions of the agreed EVM table:
· Precoding matrix of the current CSI is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.
· Benchmark is Rel-16 Type II codebook.
· Note: Results refer to Table 5.12 of R1-2308342 R1-2308340.
*** Unchanged text is omitted ***
For the evaluation of AI/ML based CSI compression compared to the benchmark in terms of 5% UPT under FTP, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
*** Unchanged text is omitted ***
· For Max rank 4:
*** Unchanged text is omitted ***
· For RU≥70%, 3 sources observe the performance gain of 2%~31%
· 3 sources observe the performance gain of 5.8%~31% at CSI overhead A (small overhead);
· 2 sources observe the performance gain of 10.2%~30% at CSI overhead B (medium overhead);
· 3 sources observe the performance gain of 2%~15% at CSI overhead C (large overhead);
· Note: 1 source observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
	*** Unchanged text is omitted ***

For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground truth CSI format of R16 eType II CB with PC#6, 4 sources observe KPIDiff KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources observed averaging on the test samples improves the monitoring accuracy.
· for ground truth CSI format of R16 eType II CB with PC#8, 5 sources observe KPIDiff KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
· for ground truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources observe KPIDiff KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources observe KPIDiff KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source.
· for ground truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources observe KPIDiff KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source.
· for ground truth CSI format of 4 bits scalar quantization, 2 sources observe KPIDiff KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1KPIth_1=0.02/0.05/0.1, respectively.
	*** Unchanged text is omitted ***
For the comparison of quantization methods for CSI compression, quantization non-aware training (Case 1) is in general inferior to the quantization aware training (Case 2-1/2-2), and may lead to lower performance than the benchmark:
· For scalar quantization, compared with benchmark,
· -2.4%~-43.2% degradations are observed for  quantization non-aware training (Case 1) from 6 sources.
· 3.9%~8.64% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 5 sources, which are 17.3%~83.2% gains over  quantization non-aware training (Case 1) from 5 sources and 7.56%~11.55%  gains over  quantization non-aware training (Case 1) from 1 source.
· Note: 0.72% gains are observed for Case 2-1 from 1 source due to SQ parameter chosen without matching latent distribution, which achieves 13.9% gains over Case 1.
· 8.91% 7.55% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 1 source, which are 23.1% gains over  quantization non-aware training (Case 1) from 1 source.
· For vector quantization, compared with benchmark,
· -2%~-10% degradations are observed for  quantization non-aware training (Case 1) from 1 source.
· 5.64%~7.55% 8.91% gains are observed for quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) from 3 sources, which are 3%~21.6% gains over  quantization non-aware training (Case 1) from 3 sources.
· 4.6%~13.01% gains are observed for quantization aware training with jointly updated quantization method/parameters (Case 2-2) from 7 sources, which are 10.7%~30% gains over  quantization non-aware training (Case 1) from 4 sources and 3.66%~9.8% gains over  quantization non-aware training (Case 1) from 2 sources.
· In general, Case 2-2 outperforms Case 2-1 with 0.46%~5.1% 3.8% gains, as observed by 6 sources.
*** Unchanged text is omitted ***
For the comparison of quantization methods for CSI compression, in general vector quantization (VQ) has comparable performance with scalar quantization (SQ):
· For SQ and VQ under the same training case, it is 
· observed by 3 sources that VQ under Case 2-1 has -1%~-4.5% degradation over SQ under Case 2-1, 
· observed by 1 source that VQ under Case 2-1 has 1.1% gain over SQ under Case 2-1, and 
· observed by 3 sources that VQ under Case 2-2 has 0.7%~3.8% 5.1% gain over SQ under Case 2-2.
· Note: VQ under Case 2-1 has 8% gains over SQ under Case 2-1 as observed from 1 source due to SQ parameter chosen without matching latent distribution.
	*** Unchanged text is omitted ***
For the evaluation of NW first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the NW first separate training case where the same backbone is adopted for both the NW part model and the UE part model, minor degradation is observed for both the cases where the shared output of the Network side CSI generation part is before or after quantization:
· For the case where the shared output of the Network side CSI generation part is after quantization, 9 sources observe -0%~-0.5% degradation, 10 sources observe -0.5%~-1% degradation, and 2 sources observe -1%~-1.3% degradation.
· For the case where the shared output of the Network side CSI generation part is before quantization, 6 sources observe -0%~-0.8% degradation, and 1 source observes -1%~-1.5% degradation.
· Note: the dataset sharing behaviour from above sources follows the example of the agreement “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
	*** Unchanged text is omitted ***
For the evaluation of NW/UE first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to the case where the same set of dataset is applied for training the NW part model and training the UE part model, if the dataset#2 applied for training the UE/NW part model is a subset of the dataset#1 applied for training the NW/UE part model,
· If the dataset#2 is appropriately selected, minor additional performance degradation can be achieved, as -0%~-0.59% gap is observed from 3 sources.
· If the dataset#2 has a significantly reduced size compared to dataset#1, moderate/significant additional performance degradation may occur, as -0.6%~-4.83% gap is observed from 4 sources.
· Note: the dataset sharing behavior from above sources follows the example of the agreement where “the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only”.
	*** Unchanged text is omitted ***
For the evaluation of UE first separate training with dataset sharing manner for CSI compression for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
· For the UE first separate training case where the same backbone is adopted for both the UE part model and the NW part model, minor degradation is observed in general for both the cases where the shared input of the UE side CSI reconstruction part is before or after quantization:
· For the case where the shared input of the UE side CSI reconstruction part is after quantization, 9 sources observe -0%~-0.42% degradation, 2 sources observe -0.7%~-0.9% degradation, and 3 sources observe -1.05%~-1.8% degradation.
· For the case where the shared input of the UE side CSI reconstruction part is before quantization, 3 sources observe -0%~-0.8% degradation, and 2 sources observe -1.3% -1.8%~-2.9% degradation.
· Note: the dataset sharing behaviour from above sources follows the example of the agreement where “the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only”.
	*** Unchanged text is omitted ***
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B,
· For generalization Case 2, significant performance degradations are observed in general, as -5.3%~-14.7% degradations are observed by 2 sources.
· Generalized performance of the AI/ML model can be achieved (-0%~-5.9%loss) under generalization Case 3 for the inference on CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 13 sources (10 sources showing -0%~-2.2% loss, 7 sources showing -2.3%~-5.9% loss, 5 sources showing positive gain). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 6 sources, showing -0% ~-5.9% loss or positive gain.
· Various quantization granularities, adopted by 1 source, showing -0.7% loss or positive gain.
· Adaptation layer in the AL/ML model, adopted by 6 sources, showing -0%~-4.78% loss or positive gain.
· Finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources
· Note: Significant degradations of up to -14.22% are still observed by 2 sources for generalization Case 3.
· Generalized performance of the AI/ML model can also be achieved by finetuning models on CSI payload size#B, showing loss [0%~-2.2%] by 2 sources
The above results are based on the following assumptions:
*** Unchanged text is omitted ***



Agreement
Capture the following high level observations for CSI prediction to section 6.2.2.8 of TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering raw channel matrix as the model input than precoding matrix
· The gain of AI/ML based CSI prediction over the benchmark of the nearest historical CSI is impacted by the length of the observation window length, prediction window length, and UE speed
· From the perspective of generalization over various several UE speeds that have been evaluated, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different UE speed#A, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, generalized performance of the AI/ML model can be achieved in general

Agreement
Adopt the update of the text proposal for TR 38.843:
==== Start of text proposal for TR 38.843 =======
6.3.2	 Performance results
< Unchanged parts are omitted >
Figure 6.3.2-1 and Table 6.3.2-1 illustrate model parameter (M) and computational complexity in Flops (M) for BM-Case 1 and BM-Case 2, Tx beam prediction and beam pair prediction respectively, according to the reported assumption in BM_Table 1 and BM_Table 2.
Note: Optimization of AI/ML model (e.g., in terms of model/computational complexity) was not discussed in the study. 

Figure 6.3.2-1

Table 6.3.2-1 AI/ML model complexity/computation complexity used in the evaluations for AI/ML in beam management
	
	Model complexity
in a number of model parameters
	Model complexity
in a number of model size
	Computational complexity (FLOPs)

	BM-Case 1 DL Tx beam
	more than 1k to 4.9M 
majority reported less than 1M or about 1M
	50Kbytes to 20Mbytes majority reported less than 0.1Mbytes ~ 0.6Mbytes
	~2.7K to 222M
majority reported less than 1M or 10s M 

	BM-Case 1 DL beam pair
	72K to 4.9M
majority reported less than 0.1s M ~ 1M
	0.17Mbytes to 21Mbytes majority reported less than 1Mbytes ~ 4Mbytes
	15K to 224M
majority reported less than 1M ~ 4 M

	BM-Case 2 DL Tx beam
	35K to 11M
majority reported less than 0.1s M ~ 1M 
	0.5Mbytes to 15Mbytes 
majority reported about 1s Mbytes 
	~90K to 54M 
majority reported less than 0.1s M or 1s M

	BM-Case 2 DL beam pair
	20K to 13M
majority reported about 0.1M ~ 1M
	0.08M to 15M 
majority reported about 1Mbytes 
	~90K to 443M 
majority reported less than 0.4 M or 1s M


< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======

Observation
For both BM-Case1 and BM-Case2 when Set B is a subset of or different from Set A, a certain RS/measurement overhead is assumed to summarize the evaluation results for Top-1(%) beam prediction accuracy. With additional measurements among predicted Top-K beam (pairs) (i.e., with additional RS/measurement overhead), Top-1 beam (pair) can be obtained by finding a best beam (pair) among the K predicted beams (pairs) with the beam prediction accuracy of Top-K/1(%) if no genie-aid Top-1 beam change out of the K predicted beam (pairs) during the additional measurements.   
Note: This is to explain the potential implications and relations of Top-1(%) and Top-K/1(%) beam prediction accuracy metrics defined in evaluations agenda item with regards to RS overhead and additional measurement. The corresponding specification impact is a separate discussion.

Observation
Reduced measurement overhead can reduce measurement latency for beam prediction in some configurations.

Agreement
Adopt the text proposal below for high level summary of evaluations of AI/ML based positioning in the study item.

	======================= Start of text proposal to TR 38.843 v1.0.0 ====================
6.4.2.6	Summary of Performance Results for Positioning accuracy enhancements

For the use case of positioning accuracy enhancement, extensive evaluations have been carried out. Both direct AI/ML positioning and AI/ML assited positioning are evaluated using one-sided model. The following areas are investigated.
· Performance evaluation without generalization consideration, where the AI/ML model is trained and tested with dataset of the same deployment scenario. 
· AI/ML vs RAT-dependent positioning methods. For the basic performance without generalization consideration, AI/ML based positioning can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods. For example, in InF-DH with clutter parameter setting {60%, 6m, 2m}, AI/ML based positioning can achieve horizontal positioning accuracy of <1m at CDF=90%, as compared to >15m for conventional positioning method.
· Impact of training data sample density (i.e., training dataset size for a given evaluation area). Evaluation with uniform UE distribution shows that, the larger the training dataset size (i.e., higher sample density), the smaller the positioning error (in meters), until a saturation point is reached where additional training data does not bring further improvement to the positioning accuracy.
· AI/ML complexity. For a given company’s model design, in terms of model inference complexity (model complexity and computational complexity), a lower complexity model can still achieve acceptable positioning accuracy (e.g., <1m), albeit degraded, when compared to a higher complexity model.
· Model input size reduction. Evaluations are carried out to examine various ways to change the model input size and its impact on positioning accuracy:
· Different measurement type, for example, CIR, PDP, DP.
· Different number of consecutive time domain samples, Nt.
· Different number of non-zero samples N't selected from the Nt consecutive time domain samples (N't < Nt)..
· Different number of active TRPs, N'TRP. 
The model input size for various measurement type (CIR, PDP, DP) and dimensions (N'TRP, Nt, N't, Nport) is analyzed. Evaluation results show that, model input of different measurement type and dimensions can have different reporting overhead and positioning accuracy.
Fixed TRP pattern vs dynamic TRP pattern. Evaluation results show that, approaches supporting dynamic TRP pattern may be able to achieve comparable horizontal positioning accuracy as approaches supporting fixed TRP pattern, when other design parameters are held the same. 
· Model output of AI/ML assisted positioning. For AI/ML assisted positioning, evaluations are carried out where the model output includes timing information and/or LOS/NLOS indicator, in the format of hard- or soft- value.
· Non-ideal label in the training dataset. Evaluations are carried out to show the impact of:
· Label error, where the label in the training dataset is degraded from ground truth label by an error. 
· For direct AI/ML positioning and AI/ML assisted positioning with timing information as model output, location error in each dimension of x-axis and y-axis is modelled as a truncated Gaussian distribution. 
· For AI/ML assisted positioning where the model output includes the LOS/NLOS indicator, random LOS/NLOS label error is applied.
· Absent label, where some data samples in the training dataset do not have associated labels. Semi-supervised learning is evaluated for this case.
· Model monitoring. Preliminary evaluation of model monitoring methods are provided by individual companies. The following methods are shown to be feasible:
· Label based methods, where ground truth label (or its approximation) is provided for monitoring the accuracy of model output.
· Label-free methods, where model monitoring does not require ground truth label (or its approximation).

Based on RAN1 evaluations of AI/ML based positioning, 
· It is beneficial to support both direct AI/ML and AI/ML assisted positioning approaches since they can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods in the evaluated indoor factory scenarios. 
· Both UE-side model and NW-side model can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods.

=======================  End of text proposal to TR 38.843 v1.0.0 ====================



2.1.1.2	RAN1#115
Agreement
The updated TR (R1-2312055) is endorsed with an update to remove RAN1 response to RAN2 LS part B.

General aspects of AI/ML framework
Agreement
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· [bookmark: _Hlk151290320]Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases

Agreement
[bookmark: _Hlk151290493]For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· For model trained at network side, Case y (w/ network-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3gpp network, compared to storing the model outside the 3gpp network, may come with 3gpp network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.

Agreement
Capture the following into the conclusion section of the AI/ML TR
[bookmark: _Hlk151290685]The following aspects have been studied for the general framework of AI/ML over air interface for one-sided models and two-sided models.
· Various Network-UE Collaboration Levels
· Functionality-based LCM and model-ID-based LCM
· Functionality/model selection, activation, deactivation, switching, fallback
· Functionality identification and model identification
· Data collection
· Performance monitoring
· Various model identification Types and their use cases
· Reporting of applicable functionalities/models
· Method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE
· Model delivery/transfer and analysis of various model delivery/transfer Cases
The above studied aspects for General Framework can be considered for developing/specifying AI/ML use cases and common framework (if needed for some aspects) across AI/ML use cases.

Adopt the following TP to TR 38.843: 
-------------------------------------------- Start of Text Proposal --------------------------------------------------------       

5.1	CSI feedback enhancement
*** Unchanged text is omitted ***

In CSI compression using two-sided model use case, feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB is studied.  
*** Unchanged text is omitted ***


In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
-	Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
-	Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
-	Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
-	Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
-	Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
-	Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
-	Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
-	Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
-	Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  
For CSI compression use case:
-	For model training, training data can be generated by UE/gNB 
-	For NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
-	For UE-part of two-sided model inference, input data is internally available at UE.
-	For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB
For CSI prediction use cases:
-	For model training, training data can be generated by UE.
-	For UE-side model inference, input data is internally available at UE.
-	For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
-	Type 1: 
-	UE calculate the performance metric(s) 
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculate the performance metric(s) 
-	UE report performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
-	Configuration and procedure for performance monitoring 
-	CSI-RS configuration for performance monitoring
-	Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
-	UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
-	Note: down selection is not precluded.
-	Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 
*** Unchanged text is omitted ***

7.2.2	CSI feedback enhancement 
Items considered for study the necessity, feasibility, potential specification impact: 
In CSI compression using two-sided model use case: 

*** Unchanged text is omitted ***

Potential specification enhancement on: 
-	CSI-RS configurations (not including CSI-RS pattern design enhancements)
-	CSI configuration
-	For network to indicate CSI reporting related information, e.g., gNB indication to the UE of one or more of following: 
-	Information indicating CSI payload size
-	Information indicating quantization method/granularity
-	Rank restriction
-	Other payload related aspects
-	CSI reporting configurations
-	For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW
-	CSI report UCI mapping/priority/omission
-	CSI processing procedures
[bookmark: _Hlk151291137]In CSI compression using two-sided model use case, feasibility and procedure to align the information that enables the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB is studied. At least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
-	Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
-	Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
-	Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
-	Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
-	Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
-	Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
-	Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
-	Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
-	Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  

In CSI prediction using UE-sided model use case: 
Data collection:
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including:
-	Signalling and procedures for the data collection 
-	Data collection indicated by NW 
-	Requested from UE for data collection 
-	CSI-RS configuration 
-	Assistance information for categorizing the data, if needed
-	The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
[bookmark: _Hlk151291243]For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
-	Type 1: 
-	UE calculate the performance metric(s) 
-	UE reports performance monitoring output that facilitates functionality fallback decision at the network
-	Performance monitoring output details can be further defined 
-	NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Type 2: 
-	UE reports predicted CSI and/or the corresponding ground truth  
-	NW calculates the performance metrics. 
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
-	Type 3: 
-	UE calculate the performance metric(s) 
-	UE report performance metric(s) to the NW
-	NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
-	Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
-	Configuration and procedure for performance monitoring 
-	CSI-RS configuration for performance monitoring
-	Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
-	UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
-	Note: down selection is not precluded.
-	Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 
-------------------------------------------- End of Text Proposal --------------------------------------------------------       


Agreement
Adopt the following TP to TR 38.843: 
-------------------------------------------- Start of Text Proposal --------------------------------------------------------       

5.1	CSI feedback enhancement
*** Unchanged text is omitted ***
Considered AI/ML model training collaborations include: 
-	Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
-	Type 2: Joint training of the two-sided model at network side and UE side, respectively.
-	Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
-	Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes(e.g., through gradient exchange between nodes).
-	Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
-	Note: training collaboration Type 2 over the air interface for model training (not including model update) is concluded to be deprioritized in Rel-18 SI. 
For Type 2 (Joint training of the two-sided model at network side and UE side, respectively), note that joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately. Further, note that Type 2 sequential training includes starting with UE side training, or starts with NW side training.  
-------------------------------------------- End of Text Proposal --------------------------------------------------------


Agreement
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first 
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
No consensus

	Feasible.  
	Feasible 

	Extendibility: to train new UE-side model compatible with NW-side model in use;  
	Not support
	

Support 
	Support 
	No consensus

	Extendibility: To train new NW-side model compatible with UE-side model in use 
	Not support 
	

Not Support
	No consensus
	Support



In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	gNB: Feasible
UE: Not feasible due to type 1 definition  
	gNB: Feasible with restriction for CSI reconstruction model
UE: Not feasible due to type 1 definition
	gNB: Not feasible due to type 1 definition
UE: Feasible
	gNB: Not feasible due to type 1 definition 
UE: Feasible with restriction for CSI generation model

	Extendibility: to train new UE-side model compatible with NW-side model in use; (note x2)
	Yes 

	Yes

	No consensus
	No consensus

	Extendibility: To train new NW-side model compatible with UE-side model in use (note x2)
	No consensus
	No consensus
	Yes
	Yes


Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
[bookmark: _Hlk151293018]Note x2: the performance of the new model is similar to the performance of sequential training when training type 1 support freezing a part of two sided model

Agreement
[bookmark: _Hlk151293292]In CSI compression using two-sided model use case, in order to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
· Pairing information can be established based on model identification    

Agreement
Capture the following summary in Section 8 of the 3GPP TR 38.843 on AI/ML based CSI compression sub-use case.    
-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
[bookmark: _Hlk151293424]The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 
· Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects are studied but not fully investigated, including the options of CQI/RI calculation, the options of rank>1 solution.
· Performance gain over baseline [and computation complexity in FLOPs] are summarized in clause 6.2.2.8 of TR 38.843. 
· Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach were investigated but not all aspects were identified. 
· The pros and cons are analysed for each training collaboration types, and each training collaboration type has its own benefits and limitations in different aspects. The study has investigated the feasibility of the studied training collaboration types and necessity of corresponding potential RAN1 specification impact. However, not all aspects have been concluded.
· Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded.
 -------------------------------------------- End of Text Proposal --------------------------------------------------------       

Agreement
Capture the following as a conclusion in section 8 of the TR
· [bookmark: _Hlk151293593]From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.
· At least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work.
· Trade-off between performance and complexity/overhead
· Issues related to inter-vendor training collaboration 
· Other aspects that require further study/conclusion are captured in the summary

Agreement
Capture the following summary in Section 8 of the 3GPP TR 38.843 on AI/ML based CSI prediction sub-use case.    

-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
[bookmark: _Hlk151293660]The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
· Performance compared with baseline is summarized in clause 6.2.2.8 of TR 38.843.
· Potential specification impact on data collection and performance monitoring are discussed in section 7.2.2 of TR 38.843. 
-------------------------------------------- End of Text Proposal ----------------------------------------------

Agreement
Capture the following text for CSI prediction summary agreed in RAN1 115, for section 8 of TR38.843.
-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
The performance and potential specification impact were studied for AI/ML based UE side CSI prediction sub use case. 
· [bookmark: _Hlk151293815]Evaluation has been performed to assess AI/ML based CSI prediction from various aspects, including performance compared to baseline, model input/output type, generalization over UE speed, etc. Some aspects are studied but lack observations, including scalability over various configurations and generalization over other scenarios and approach of fine tuning. Performance monitoring accuracy is not evaluated.  
· Performance compared with baseline is summarized in clause 6.2.2.8 of TR 38.843.
· Potential specification impact on data collection and performance monitoring are discussed in section 7.2.2 of TR 38.843. 
· [bookmark: _Hlk151293884]Limited specification aspects were considered.
-------------------------------------------- End of Text Proposal ----------------------------------------------

Agreement
Capture the following conclusion in section 8 of the TR 38.843
· [bookmark: _Hlk151293945]From RAN1 perspective, there is no consensus on the recommendation of CSI prediction for normative work.
· The reason for the lack of RAN1 consensus on the recommendation of CSI prediction for normative work is due to 
· Lack of results on the performance gain over non-AI/ML based approach and associated complexity
· Other aspects that require further study/conclusion are captured in the summary.

Agreement
Adopt the following TP to TR 38.843: 
-------------------------------------------- Start of Text Proposal --------------------------------------------------------       
5.1	CSI feedback enhancement
*** Unchanged text is omitted ***
In CSI compression using two-sided model use case with training collaboration Type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information
*** Unchanged text is omitted ***

7.2.2	CSI feedback enhancement 
Items considered for study the necessity, feasibility, potential specification impact: 
In CSI compression using two-sided model use case: 

*** Unchanged text is omitted ***
NW side data collection:
-	Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
-	Contents of the ground-truth CSI including:  
-	Data sample type, e.g., precoding matrix, channel matrix etc.
-	Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
-	Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
-	Latency requirement for data collection
-	Signaling for triggering the data collection
-	Ground-truth CSI report for NW side data collection for model performance monitoring, including: 
-	Scalar quantization for ground-truth CSI
-	Codebook-based quantization for ground-truth CSI
-	RRC signalling and/or L1 signalling procedure to enable fast identification of AI/ML model performance
	Aperiodic/semi-persistent or periodic ground-truth CSI report
-	Ground-truth CSI format for model training, including scalar or codebook-based quantization for ground-truth CSI. The number of layers for which the ground truth data is collected, and whether UE or NW determine the number of layers for ground-truth CSI data collection, are considered.

 In CSI compression using two-sided model use case with training collaboration Type 3, for sequential training, at least the following aspects have been identified for dataset delivery from RAN1 perspective, including:   
· Dataset and/or other information delivery from UE side to NW side, which can be used at least for CSI reconstruction model training
· Dataset and/or other information delivery from NW side to UE side, which can be used at least for CSI generation model training
· Potential dataset delivery methods including offline delivery, and over the air delivery
· Data sample format/type 
· Quantization/de-quantization related information

-------------------------------------------- End of Text Proposal --------------------------------------------------------       

Agreement
Adopt the following TP to TR 38.843: 
-------------------------------------------- Start of Text Proposal --------------------------------------------------------  

Table 5.1-1: Pros and Cons of training collaboration Type 1

	Characteristics \ Training Types
	Type 1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at UE
	Known model structure at UE


        *** Unchanged text is omitted ***

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2




Table 5.1-2: Pros and Cons of training collaboration Type 2 and Type 3
	Characteristics \ Training Types
	Type 2
	Type 3

	
	Simultaneous
	Sequential  
	NW first
	 UE first


        *** Unchanged text is omitted ***
	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2
	Performance refers to 9.2.2.1 observations
Performance refers to clause 6.2.2




-------------------------------------------- End of Text Proposal --------------------------------------------------------       

Remaining aspects of AI/ML
Agreement
Confirm the following working assumption (with modification in red) agreed in RAN1#114bis
Working Assumption
For AI-based beam management, from RAN1 perspective, at least the following are recommended for normative work
· Both BM-Case1 and BM-Case2
· BM-Case1: Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· DL Tx beam prediction for both UE-sided model and NW-sided model
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring for both UE-sided model and NW-sided model
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling for UE-sided model

Agreement
Capture the following TP in Section 8 of the 3GPP TR 38.843 for the conclusion on AI/ML-based beam management: 
-------------------------------------------- Start of Text Proposal ----------------------------------------------------------------
[bookmark: _Hlk151294580]This study focuses on evaluation of potential benefits of AI/ML-based beam management and analysis of potential enhancements to enable AI/ML for beam management. 
During the study, BM-Case1 (Spatial-domain downlink beam prediction) and BM-Case2 (Temporal downlink beam prediction), as described in Section 5.2, are selected as the representative sub use cases.
Evaluation scenarios and KPIs are described in Section 6.3.1, and the detailed evaluation results from different sources and the key observations are captured in Section 6.3.2.  Evaluation results have shown that it is beneficial to enable AI/ML for beam management in the considered evaluation scenarios. 
The necessity, feasibility, benefit and potential specification impacts of potential enhancements to enable AI/ML for beam management were studied from different aspects, and the outputs are captured in Section 7. 
-------------------------------------------- End of Text Proposal -----------------------------------------------------------------

Agreement
Adopt the update of the following text proposal for TR 38.843:
==== Start of text proposal for TR 38.843 =======
[bookmark: _Toc135002577][bookmark: _Toc137744869]6.3.2	Performance results
BM_Table 1 through BM_Table 5 in attached Spreadsheets for Beam Management evaluations present the performance results for: 
· BM_Table 1: Evaluation results for BMCase-1 without generalization
· BM_Table 2: Evaluation results for BMCase-2 without generalization
· BM_Table 3: Evaluation results for BMCase-1 with generalization for DL Tx beam prediction
· BM_Table 4. Evaluation results for BMCase-1 with generalization for beam pair prediction
· BM_Table 5. Evaluation results for BMCase-2 with generalization for DL Tx beam and beam pair prediction
[bookmark: _Hlk151294711]In the evaluation, SLS are used for data generation for training/inference otherwise stated. 

< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======

Agreement
Adopt the update of BM_Table 1 and BM_Table 2 in BM_Evaluations_spreadsheets attached to TR 38.843 as in the attachments of R1-2312445.

Agreement
Capture the following high-level observations for CSI compression to section 6.2.2.8 of TR 38.843
· [bookmark: _Hlk151294971]From the perspective of intermediate KPI based monitoring,
· For the monitoring at NW side, increased monitoring accuracy can be achieved by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) would lead to increased air-interface overhead compared to R16 eType II CB with legacy parameters.
· For the monitoring at UE side, performance can be monitored with smaller air-interface overhead by considering proxy model at UE compared with monitoring at NW side. On the other hand, the monitoring accuracy may be impacted by the design/robustness of the proxy model.
· Note: the complexity aspect for Case 1, Case 2-1 and Case 2-2 is not evaluated.
· From the perspective of high resolution ground-truth CSI for training, compared to unquantized ground-truth CSI (e.g., Float32), taking R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training data collection can achieve significant overhead reduction without causing severe performance degradation; taking scalar quantization format for training data collection can achieve moderate overhead reduction without causing severe performance degradation. On the other hand, the R16 eType II CB with new/larger parameter(s) would lead to increased overhead compared to R16 eType II CB with legacy parameters
· For ground-truth CSI format, 5 sources observe R16 eType II CB with new/larger parameter(s) outperforms R16 eType II CB with legacy parameter, while one source observes R16 eType II CB with legacy parameter is already close to Float32 with particular dataset processing technique.
· Note: the complexity aspect is not evaluated.

Agreement
Capture the following high-level observations for CSI compression to section 6.2.2.8 of TR 38.843
· [bookmark: _Hlk151295312]From the perspective of model input/output type, it is more beneficial by considering precoding matrix as the model input (for CSI generation part)/output (for CSI reconstruction part) than explicit channel matrix.
· From the perspective of quantization methods for CSI feedback, 
· For the quantization awareness for training, it is beneficial to consider quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) or jointly updated quantization method/parameters (Case 2-2) to avoid severe performance degradation. In particular, it is more beneficial in performance for Case 2-2 over Case 2-1 under vector quantization format (VQ).
· For the quantization format, VQ format achieves comparable performance with scalar quantization format (SQ) in general, where VQ achieves better performance than SQ in some cases while worse in some other cases.
· From the perspective of generalization over scenarios, or scalability over configurations that have been evaluated, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others.
· For generalization Case 3 where the training dataset is constructed with data samples subject to more than one scenario/configuration (evaluations studied up to four scenarios/configurations) including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved.
· In particular, appropriate scalability solution (e.g., truncation/padding, adaptive quantization granularities, adaptation layer in the AI/ML model) may need to be performed to scale the dimensions of the AI/ML model when the training dataset includes data samples subject to configuration#A which has different input/output dimension than configuration#B.
· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training with procedures given in Section 6.2.1 may suffer performance loss.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed.
· In particular, for separate training with procedure given in Section 6.2.1, the performance loss depends on the factors such as backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between the two sides, minor degradation is observed; otherwise, additional degradation is observed, leading to minor or moderate performance degradation.
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is observed, leading to minor, moderate, or significant performance degradation, depending on the training approach.
· As a note, other procedures of separate training are not extensively evaluated.

Agreement
Capture the following high-level observation for CSI prediction to section 6.2.2.8 of TR 38.843
· [bookmark: _Hlk151299141]From the perspective of basic performance gain over non-AI/ML benchmark, under the same UE speed for training and inference,
· AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI in general, where the majority of sources observe up to 10.6% gain in terms of mean UPT.
· for AI/ML based CSI prediction over non-AI/ML based CSI prediction, 3 sources observe up to 0.7%~7% gain while 2 sources observe performance loss of -0.1%~-17% in terms of mean UPT.

Agreement
Capture the following high-level observations for CSI compression to section 6.2.2.8 of TR 38.843
· [bookmark: _Hlk151299368]From the perspective of basic performance gain over non-AI/ML benchmark, AI/ML based CSI compression outperforms Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where 
· 0.2%~2%/-0.3%~6%/-4%~6% 7.4% gains of mean UPT as shown in Figure X1~Figure X3 are observed for Max rank 1/2/4, respectively, under RU≤39%.
· 0.1%~4%/-0.5%~10%/-1.8%~12.22% gains of mean UPT as shown in Figure Y1~Figure Y3 are observed for Max rank 1/2/4, respectively, under RU40%-69%.
· 0.23%~9%/-0.2%~15%/-1%~17% gains of mean UPT as shown in Figure Z1~Figure Z3 are observed for Max rank 1/2/4, respectively, under RU>70%.

[bookmark: _Hlk151299466][image: A graph with red and blue dots

Description automatically generated]
Figure X1 Mean UPT gain, Max Rank 1 (RU≤39%), x-axis means index of source

[image: A graph with numbers and points

Description automatically generated]
Figure X2 Mean UPT gain, Max Rank 2 (RU≤39%), x-axis means index of source
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Description automatically generated]
Figure X3 Mean UPT gain, Max Rank 4 (RU≤39%), x-axis means index of source

[image: A graph of a number of people

Description automatically generated with medium confidence]
Figure Y1 Mean UPT gain, Max Rank 1 (RU40%-69%), x-axis means index of source
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Description automatically generated with medium confidence]
Figure Y2 Mean UPT gain, Max Rank 2 (RU40%-69%), x-axis means index of source
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Description automatically generated]
Figure Y3 Mean UPT gain, Max Rank 4 (RU40%-69%), x-axis means index of source
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Description automatically generated with medium confidence]
Figure Z1 Mean UPT gain, Max Rank 1 (RU>70%), x-axis means index of source
[image: A graph with red and blue dots

Description automatically generated]
Figure Z2 Mean UPT gain, Max Rank 2 (RU>70%), x-axis means index of source
[image: A graph with numbers and colored dots

Description automatically generated]
Figure Z3 Mean UPT gain, Max Rank 4 (RU>70%), x-axis means index of source

Agreement
Adopt the proposal below to correct the placement of the complexity observation.
	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4.2	Performance results
<Unchanged text is omitted>
Model monitoring
For AI/ML assisted positioning, evaluation results have been provided by sources for label-based model monitoring methods. With TOA and/or LOS/NLOS indicator as model output, the estimated ground truth label (i.e., TOA and/or LOS/NLOS indicator) is provided by the location estimation from the associated conventional positioning method. The associated conventional positioning method refers to the method which utilizes the AI/ML model output to determine target UE location. 
For both direct AI/ML and AI/ML assisted positioning, evaluation results have been provided by sources to demonstrate the feasibility of label-free model monitoring methods.
[bookmark: _Hlk151299973]Model complexity and computational complexity
For AI/ML based positioning method, companies have submitted evaluation results to show that for their evaluated cases, for a given company’s model design, a lower complexity (model complexity and computational complexity) model can still achieve acceptable positioning accuracy (e.g., <1m), albeit degraded, when compared to a higher complexity model. 

6.4.2.2	Generalization Aspects
Observations:
Direct AI/ML positioning
...
For AI/ML based positioning method, companies have submitted evaluation results to show that for their evaluated cases, for a given company’s model design, a lower complexity (model complexity and computational complexity) model can still achieve acceptable positioning accuracy (e.g., <1m), albeit degraded, when compared to a higher complexity model. 
...

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.2.0 ====================



Agreement
Adopt the text proposal to TR 38.843 to better group the results for “Direct AI/ML positioning”, for “AI/ML assisted positioning”, and for both.
	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4.2	Performance results
<Unchanged text is omitted>
For AI/ML assisted positioning, the positioning accuracy at model inference is affected by the type of model input.  Evaluation results show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 
· The positioning error of PDP as model input is 1.17 ~ 1.63 times the positioning error of CIR as model input.
· The positioning error of DP as model input is 1.33 ~ 2.01 times the positioning error of CIR as model input.

6.4.2.1	Training Data Collection
Observations:
Direct AI/ML positioning
...
6.4.2.2	Generalization Aspects
Observations:
Direct AI/ML positioning
...
AI/ML assisted positioning
...
[bookmark: _Hlk151300159]Both direct AI/ML positioning and AI/ML assisted positioning
For both direct AI/ML and AI/ML assisted positioning, evaluation results submitted show that with CIR model input for a trained model,
-	For two SNR/SINR values S1 (dB) and S2 (dB), S1 ≥ S2 + 15 dB, positioning error of a model trained with data of S1 (dB) and tested with data of S2 (dB) is more than 5.75 times that of the model trained and tested with data of S1 (dB).
-	For two SNR/SINR values S1 (dB) and S2 (dB), S1 ≤ S2 – 10 dB, the generalization performance of a model trained with data of S1 (dB) and tested with data of S2 (dB) is better than the performance of a model trained with data of S2 (dB) and tested with data of S1 (dB). Positioning error of a model trained with data of S2 (dB) and tested with data of S1 (dB) is more than 2.97 times that of the model trained with data of S1 (dB) and tested with data of S2 (dB).
Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.

6.4.2.3	Fine-tuning
...
6.4.2.4	Model-input Size Reduction
Observations:
Direct AI/ML positioning
...
AI/ML assisted positioning
[bookmark: _Hlk151300249]For AI/ML assisted positioning, the positioning accuracy at model inference is affected by the type of model input.  Evaluation results show that if changing model input type while holding other parameters (e.g., Nt, N't, Nport, N'TRP) the same, 
· The positioning error of PDP as model input is 1.17 ~ 1.63 times the positioning error of CIR as model input.
· The positioning error of DP as model input is 1.33 ~ 2.01 times the positioning error of CIR as model input.
For AI/ML assisted positioning, with Nt consecutive time domain samples used as model input, evaluation results show that when CIR or PDP are used as model input, using different Nt while holding other parameters the same,  
...
[bookmark: _Hlk151300426]Both direct AI/ML positioning and AI/ML assisted positioning
Evaluation of TRP reduction for both direct AI/ML positioning and AI/ML assisted positioning shows that: identification of the active TRPs is beneficial for Approach 2-B. Otherwise, the model suffers from poor performance in terms of positioning accuracy.
For example, evaluation results from 4 sources show that the horizontal positioning accuracy is greater than 10 m if TRP identification is not included as model input. 
6.4.2.5	Non-ideal label(s)
Observations:
Direct AI/ML positioning
Evaluation shows that direct AI/ML positioning is robust to certain label error based on evaluation results of L in the range of (0, 5) meter. The exact range of label error that can be tolerated depends on the positioning accuracy requirement, where tighter positioning accuracy requirement demands smaller label error.
For AI/ML based positioning, evaluation results show that semi-supervised learning is helpful for improving the positioning accuracy when the same amount of ideal labelled data is used for supervised learning, and the number of ideal labelled data is limited.
Regarding ground truth label generation for AI/ML based positioning, multiple sources submitted evaluation results on the impact of ground truth label for training obtained by existing NR RAT-dependent positioning methods. Feasibility and performance benefit of utilizing ground truth label for training estimated by existing NR RAT-dependent positioning methods are observed.
· Source 1 evaluated in InF-DH {40%, 2, 2} and showed that AI/ML model can be trained with noisy labels along with the corresponding quality estimated by the legacy positioning methods, to improve positioning performance from 3.73m@90% (5k ideal label) to 1.72m @90% (5k ideal label + 20k noisy label). It also showed that the performance benefit compared to semi-supervised training of 2.78m @90% (5k ideal label + 20k unlabeled data). Note that training data weighting is used with label quality indicator.
· Source 2 evaluated in InF-DH {60%, 6, 2} and showed that the performance of direct AI/ML positioning with 1k clean labelled samples improves from 13.76m to 8.72m when considering additional 350 samples that are labelled using NR-RAT positioning method. Note that the label error is up to 3.5m. 
· Source 3 evaluated in both InF-DH {60%, 6, 2} and InF-DH {40%, 2, 2} and showed performance loss when compared to all ideal label case. For example it showed in InF-DH {40%, 2, 2} the accuracy degrades from 0.39m @90% (100% ideal label) to 2.10m @90% (50% ideal label and 50% label obtained by existing DL-TDOA scheme). Note that noisy label is treated the same as ideal label in training.
...
AI/ML assisted positioning
...
Other
For AI/ML based positioning, evaluation results show that semi-supervised learning is helpful for improving the positioning accuracy when the same amount of ideal labelled data is used for supervised learning, and the number of ideal labelled data is limited.
Regarding ground truth label generation for AI/ML based positioning, multiple sources submitted evaluation results on the impact of ground truth label for training obtained by existing NR RAT-dependent positioning methods. Feasibility and performance benefit of utilizing ground truth label for training estimated by existing NR RAT-dependent positioning methods are observed.
· Source 1 evaluated in InF-DH {40%, 2, 2} and showed that AI/ML model can be trained with noisy labels along with the corresponding quality estimated by the legacy positioning methods, to improve positioning performance from 3.73m@90% (5k ideal label) to 1.72m @90% (5k ideal label + 20k noisy label). It also showed that the performance benefit compared to semi-supervised training of 2.78m @90% (5k ideal label + 20k unlabeled data). Note that training data weighting is used with label quality indicator.
· Source 2 evaluated in InF-DH {60%, 6, 2} and showed that the performance of direct AI/ML positioning with 1k clean labelled samples improves from 13.76m to 8.72m when considering additional 350 samples that are labelled using NR-RAT positioning method. Note that the label error is up to 3.5m. 
· Source 3 evaluated in both InF-DH {60%, 6, 2} and InF-DH {40%, 2, 2} and showed performance loss when compared to all ideal label case. For example it showed in InF-DH {40%, 2, 2} the accuracy degrades from 0.39m @90% (100% ideal label) to 2.10m @90% (50% ideal label and 50% label obtained by existing DL-TDOA scheme). Note that noisy label is treated the same as ideal label in training.

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.2.0 ====================



Agreement
Adopt the text proposal to TR 38.843 to improve the description of model generalization.
	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4	Positioning accuracy enhancements
6.4.1	Evaluation assumptions, methodology and KPIs
<Unchanged text is omitted>
Model generalization:
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
-	Different drops: Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N≥1.
...
-	Other aspects are not excluded.
-	Companies can evaluate the impact of at least tThe following issues related to measurements on the positioning accuracy of the AI/ML model. The simulation assumptions reflecting these issues are up to companies.
· SNR mismatch (i.e., SNR when training data are collected is different from SNR when model inference is performed).
· Time varying changes (e.g., mobility of clutter objects in the environment)
· Channel estimation error

For both direct AI/ML approach and AI/ML assisted approach, for a given AI/ML model design (e.g., input, output, single-TRP vs multi-TRP), identify the generalization aspects where model fine-tuning/mixed training dataset/model switching is necessary.

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.2.0 ====================



Agreement
Adopt the text proposal to TR 38.843 to improve the description of labelling error.
	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4.1	Evaluation assumptions, methodology and KPIs
<Unchanged text is omitted>
Labels:
The performance impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels) is to be studied. The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is to be reported by participating companies and, when providing evaluation results, data labelling details need to be described, including:
-	Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
-	Percentage of training data without label, if incomplete labelling is considered in the evaluation
-	Imperfection of the ground truth labels, if any
Whether, and if so how, an entity can be used to obtain ground truth label and/or other training data is to be studied. 

For direct AI/ML positioning, the impact of labelling error to positioning accuracy is studied considering:
-	The ground truth label error in each dimension of x-axis and y-axis can be modelled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. Value L is up to sources. 
-	[Whether/how to study the impact of labelling error to label-based model monitoring methods]
-	[Whether/how to study the impact of labelling error for AI/ML assisted positioning.]
For AI/ML assisted positioning with TOA as model output, study the impact of labelling error to TOA accuracy and/or positioning accuracy.
-	The ground truth label error of TOA is calculated based on location error. The location error in each dimension of x-axis and y-axis can be modelled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 
-	Value L is up to sources.
-	Other models of labelling error are not precluded
-	Other timing information, e.g., RSTD, as model output is not precluded.
For AI/ML assisted positioning with LOS/NLOS indicator as model output, study the impact of labelling error to LOS/NLOS indicator accuracy and/or positioning accuracy.
-	The ground truth label error of LOS/NLOS indicator can be modelled as m% LOS label error and n% NLOS label error. -	Value m and n are up to sources.
· [bookmark: _Hlk151300886]m%=FN/NLOS is false negative rate of the training data label, where FN (False Negative) is the number of actual LOS links which are incorrectly labelled as NLOS, and NLOS is the total number of actual LOS links; 
· n%=FP/NNLOS is the false positive rate of the training data label, FP (False Positive) is the number of actual NLOS links which are incorrectly labelled as LOS, and NNLOS is the total number of actual NLOS links.
-	Companies consider at least hard-value LOS/NLOS indicator as model output.
<Unchanged text is omitted>

6.4.2.5	Non-ideal label(s)
<Unchanged text is omitted>
AI/ML assisted positioning
Evaluations show that AI/ML assisted positioning with timing information (e.g., ToA) as model output is robust to certain label error based on evaluation results of L in the range of (0, 5) meter. The exact range of label error that can be tolerated depends on the positioning accuracy requirement, where tighter positioning accuracy requirement demands smaller label error.
Based on evaluation results from 3 sources, for AI/ML assisted positioning where the model output includes the LOS/NLOS indicator, when the model is trained with dataset containing random LOS/NLOS label error, the models have no or minor degradation for LOS/NLOS identification accuracy up to at least m%=20% and at least n%=20%. When the training dataset has up to m%=20% and n%=20%, evaluation results show that the LOS/NLOS identification accuracy is PlablErr = PnoLablErr – d (percentage), where d is in the range of (1.2%~3.1%).
· PnoLablErr (percentage) is the LOS/NLOS identification accuracy when m%=0% and n%=0%;
· m%=FN/NLOS is false negative rate of the training data label, where FN (False Negative) is the number of actual LOS links which are incorrectly labelled as NLOS, and NLOS is the total number of actual LOS links; 
n%=FP/NNLOS is the false positive rate of the training data label, FP (False Positive) is the number of actual NLOS links which are incorrectly labelled as LOS, and NNLOS is the total number of actual NLOS links.
<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.2.0 ====================



Agreement
Adopt the text proposal to TR 38.843 to improve the description on evaluation assumption and methodology.
	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4	Positioning accuracy enhancements
6.4.1	Evaluation assumptions, methodology and KPIs
<Unchanged text is omitted>
Model generalization:
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
...
-	InF scenarios, e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH)
-	If an InF scenario different from InF-DH is evaluated for the model generalization capability, the selected parameters (e.g., clutter parameters) are compliant with TR 38.901 Table 7.2-4 (Evaluation parameters for InF). Note: In TR 38.857 Table 6.1-1 (Parameters common to InF scenarios), InF-SH scenario uses the clutter parameter {20%, 2m, 10m} which is compliant with TR 38.901. 
...
Evaluation assumptions:
The IIoT indoor factory (InF) scenario is a prioritized scenario for evaluation of AI/ML based positioning. Specifically, InF-DH sub-scenario is prioritized for FR1 and FR2. 
Reuse the common scenario parameters defined in Table 6-1 of TR 38.857. For evaluation of InF-DH scenario, the parameters are modified from TR 38.857 Table 6.1-1 as shown in Table 6-56.4.1-1. The parameters in the table are applicable to InF-DH at least. If other InF sub-scenario is prioritized evaluated in addition to InF-DH, some parameters in Table 6-5 may be updated:. If an InF scenario different from InF-DH is evaluated for the model generalization capability, the selected parameters (e.g., clutter parameters) are compliant with TR 38.901 Table 7.2-4 (Evaluation parameters for InF). Note: In TR 38.857 Table 6.1-1 (Parameters common to InF scenarios), InF-SH scenario uses the clutter parameter {20%, 2m, 10m} which is compliant with TR 38.901.
Table 6.4.1-1: Parameters common to InF scenario (Modified from TR 38.857 Table 6.1-1) for AI/ML based positioning evaluations 
<Unchanged text is omitted>

When single-TRP construction is used for the AI/ML model, companies report at least the AI/ML complexity (Model complexity, Computation complexity) for N TRPs, which are used to determine the position of a target UE considering the various constructions in Table 6-66.4.1-2 below.
Table 6.4.1-2: Model complexity and computational complexity to support N TRPs for a target UE 

<Unchanged text is omitted>

=======================  End of text proposal to TR 38.843 v1.2.0 ====================



Agreement
Capture in TR 38.843 the model inference complexity figure for the positioning use case, which shows the (a) model complexity in number of real parameters (millions) and (b) computational complexity in FLOPs (millions).
	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4.2	Performance results
<Unchanged text is omitted>
Model monitoring
...
For both direct AI/ML and AI/ML assisted positioning, evaluation results have been provided by sources to demonstrate the feasibility of label-free model monitoring methods.
[bookmark: _Hlk151301353]Model complexity and computational complexity
For AI/ML based positioning method, companies have submitted evaluation results to show that for their evaluated cases, for a given company’s model design, a lower complexity (model complexity and computational complexity) model can still achieve acceptable positioning accuracy (e.g., <1m), albeit degraded, when compared to a model with higher AI/ML complexity. 

In Figure 6.4.2-1 below, the model inference complexity reported by companies for the positioning use case is shown, including (a) on the x-axis: model complexity in number of real parameters (millions) and (b) on the y-axis: computational complexity in FLOPs (millions). Figure 6.4.2-1 shows the range of complexity for the following schemes: (1) direct positioning; (2) assisted positioning with multi-TRP; (3) assisted positioning with single-TRP and one-model for N TRPs; and (4) assisted positioning with single-TRP and N models for N TRPs. For details of the complexity values corresponding to Figure 6.4.2-1, please see POS_Table 1.
For the three schemes of AI/ML assisted positioning, the complexity is calculated according to Table 6.4.1-2. Both model complexity and computational complexity values are as reported by participating companies. There is no effort to align the procedure across companies on how the complexity values are obtained. In addition, optimizing AI/ML complexity (i.e., model complexity and computational complexity) is out of scope of the study item.
[bookmark: _Hlk151301451][image: A graph with different colored circles and numbers

Description automatically generated]
Figure 6.4.2-1. Model complexity and computational complexity for four schemes of AI/ML based positioning. 
<Unchanged text is omitted>

=======================  End of text proposal to TR 38.843 v1.2.0 ====================



Agreement
Adopt the text proposal for additional high-level summary of evaluations of AI/ML based positioning in the study item.
	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4.2.6	Summary of Performance Results for Positioning accuracy enhancements
Editor’s note: Section for FL to summarize the evaluations. 

For the use case of positioning accuracy enhancement, extensive evaluations have been carried out. Both direct AI/ML positioning and AI/ML assited positioning are evaluated using one-sided model. The following areas are investigated.
...
· AI/ML complexity. For a given company’s model design, in terms of model inference complexity (model complexity and computational complexity), a lower complexity model can still achieve acceptable positioning accuracy (e.g., <1m), albeit degraded, when compared to a higher complexity model.
· [bookmark: _Hlk151301528]Generalization study. Evaluations are carried out to investigate various generalization aspects, where the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. The generalization aspects include: different drops; different clutter parameters; different InF scenarios; network synchronization error; UE/gNB RX and TX timing error; SNR mismatch; channel estimation error; time varying changes. 

[bookmark: _Hlk151301592]Methods are evaluated which have been shown to be able to handle generalization issues, including:
· Better training dataset construction (i.e., mixed dataset), where the training dataset is composed of data from multiple deployment scenarios, which include data from the same deployment scenario as the test dataset.  
· Fine-tuning/re-training, where the model is re-trained/fine-tuned with a dataset from the same deployment scenario as the test dataset. The impact of the amount of fine-tuning data on the positioning accuracy of the fine-tuned model is evaluated for the various generalization aspects. Evaluation results are obtained for two experiments: 
· The AI/ML model is (a) previously trained for scenario A with a dataset of sample density N (#samples/m2), (b) followed by fine-tuning for scenario B with a dataset of sample density x%  N (#samples/m2), (c) then tested under scenario B. The horizontal positioning accuracy at CDF=90% is E meters.
· The AI/ML model is (a) previously trained for scenario A with a dataset of sample density N (#samples/m2), (b) followed by fine-tuning for scenario B with a dataset of sample density x%  N (#samples/m2), (c) then tested under scenario A. The horizontal positioning accuracy at CDF=90% is E meters.
<Unchanged text is omitted>

=======================  End of text proposal to TR 38.843 v1.2.0 ====================




Agreement
[bookmark: _Hlk151301965]It is recommended to specify necessary measurement, signaling and procedure to facilitate training, inference, monitoring and/or other LCM operations for both direct AI/ML positioning and AI/ML assisted positioning
· specify necessary signaling of data collection; investigate the necessity of other information for supporting data collection, and if needed, specify during normative work
· investigate on the necessity and signaling details of measurement enhancements, and if needed, specify during normative work
· investigate on the necessity and signaling details of monitoring method(s), and if needed, specify during normative work

Agreement
Adopt the update of the text proposal for TR 38.843:

==== Start of text proposal for TR 38.843 =======
6.3.1	Evaluation assumptions, methodology and KPIs
[bookmark: _Hlk151302066]Figure 6.3.1-1 provides an example for the inference procedure for beam management for BM-Case1 and BM-Case2. Measurements based on Set B of beams are used as model input. In addition, beam ID information may be also provided as input to the AI/ML model. Based on model output (e.g., probability of each beam in Set A to be the Top-1 beam, predicted L1-RSRPs), Top-1/N beam(s) among Set A of beams can be predicted and/or potentially with predicted L1-RSRPs (depending on the labeling). In the evaluation, for BM-Case 1, the measurements of Set B (otherwise stated) are used as model input to predict Top-1/N beams from Set A, and for BM-Case2, the measurements from historic time instance(s) are used as model input for temporal DL beam prediction of beams from Set A. In the evaluation, the cases that Set A and Set B are different (Set B is NOT a subset of Set A), and Set B is a subset of Set A for both BM-Case1 and BM-Case2, and case that Set A and Set B are the same for BM-Case2 are considered. And the performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction is evaluated. 
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on the output of a UE-side model, or NW can predict the Top-1/N beam(s) based on the reported measurements of Set B for a NW-side model. 
[image: A white and black rectangular object with black text

Description automatically generated]
Figure 6.3.1-1 An example of the inference procedure for beam management.
< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======

Agreement
Capture the following high-level observations for CSI compression to section 6.2.2.8 of TR 38.843
· [bookmark: _Hlk151302179]From the perspective of CSI overhead reduction over non-AI/ML, AI/ML based CSI compression achieves CSI feedback reduction compared with Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where 4 sources observe the CSI feedback overhead reduction of 10.24%~60%/10%~58.33%/8%~79% for Max rank 1/2/4, respectively, under FTP traffic.

Agreement
Capture the following high-level observations for CSI compression to section 6.2.2.8 of TR 38.843
· [bookmark: _Hlk151302247]From the perspective of AI/ML complexity, a majority of 25 sources adopt the CSI generation model subject to the FLOPs from 10M to 800M, and 26 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M; on the other hand, the actual model complexity may differ from the model complexity in the evaluation with respect to platform-dependent optimization on model implementations. In addition, the complexity between AI/ML and non-AI/ML benchmark is not compared.

Agreement
Adopt the text proposal for additional high-level summary of evaluations of AI/ML based positioning in the study item.
	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4.2.6	Summary of Performance Results for Positioning accuracy enhancements
...
Based on RAN1 evaluations of AI/ML based positioning, 
· …
· [bookmark: _Hlk151302310]If AI/ML based positioning is considered for normative work, it is desired to further investigate model input design aspects: the model input type (e.g., CIR, PDP, DP), dimension (e.g., parameters N'TRP, Nt, N't, Nport) and related format (e.g., for the timing information: absolute time or relative time) considering the tradeoff of positioning accuracy, signaling overhead, and AI/ML complexity.

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.2.0 ====================




	======================= Start of text proposal to TR 38.843 v1.2.0 ====================
6.4.2.6	Summary of Performance Results for Positioning accuracy enhancements
Editor’s note: Section for FL to summarize the evaluations. 

...
Based on RAN1 evaluations of AI/ML based positioning, 
· It is beneficial to support both direct AI/ML and AI/ML assisted positioning approaches since they can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods in the evaluated indoor factory scenarios. 
· Both UE-side model and NW-side model can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods.
· [bookmark: _Hlk151302412]It is desired to apply methods to handle generalization aspects.
· It is desired to consider training data collection requirements.

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.2.0 ====================




Agreement
The TP in section 2 of R1-2312604 is endorsed for the TR on AI/ML with the following revised text:
· [bookmark: _Hlk151302598]From the perspective of AI/ML complexity, a majority of 25 sources adopt the CSI generation model subject to the computational complexity in units of FLOPs from 10M to 800M, and 26 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M. The actual model complexity may differ from the model complexity in the evaluation with respect to platform-dependent optimization on model implementations. In addition, the complexity between AI/ML and non-AI/ML benchmark is not compared.
· [bookmark: _Hlk151302664]From the perspective of AI/ML complexity, a majority of sources adopt the model subject to the computational complexity in units of FLOPs from 0.1M to 1000M. The actual model complexity may differ from the model complexity in the evaluation with respect to platform-dependent optimization on model implementations. In addition, the complexity between AI/ML and non-AI/ML benchmark is not compared.

2.1.2	Remaining Open issues
None. Study item completed from RAN1 perspective. 
TR 38.843 v1.3.0 agreed in R1-2312764 with the agreements, observations and conclusions from RAN1#115 in addition to the agreed TPs from RAN2#124 (R2-2313668) and RAN4#109 (R4-2321803 and R4-2320357).
TR 38.843 v1.3.0 is presented to RAN#102 for approval as v2.0.0 in RP-233133. 
2.2	RAN2
2.2.1	Agreements
2.2.1.1	RAN1#123bis
2.2.1.1.1	Architecture and general
The following was agreed with respect to UE capability reporting and for AI/ML mode/functionality applicability-related information reporting.
	
Agreements 
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
1. For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
1. For positioning use case, it is indicated in positioning capability in LPP.
1. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
1. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
1. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  



2.2.1.1.2	Data collection
For the different use cases, the following was agreed regarding network-side data collection. Note that RAN2 also agreed to a set of general principles.
Agreements on NW-side data collection
For CSI and beam management
1. For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.
1. For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration
1. For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.
1. Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.
1. Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress
	
Positioning
6	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
7	For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
General
1. Set of principles for NW-side data collection:
	- logging is supported 
	- periodic, event based reporting, on demand report 
	- The UE memory, processing power, energy consumption, signalling overhead should be taken into account.
Note: The above principles, can be revised depending on RAN1 progress/requirements

2.2.1.1.3	Model transfer/delivery
When it comes to the model transfer/deliver solutions identified by RAN2, RAN2 agreed to split Solution 4 as follows: 
	- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).
- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.



Note: Solution 4 was originally captured as “Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP)”.
2.2.1.2	RAN1#124
2.2.1.2.1	Organizational
RAN2 endorsed the TP submitted to the meeting (in R2-2313107) for further refinement post-meeting.
2.2.1.2.2	Architecture and General
For the different use cases, there were some FFSs remaining in the function-to-entity Tables. The discussion mostly focused on Core Network (CN), OAM, gNB and LMF involvement (e.g., for model training). On this matter, RAN2 agreed to the following.
Agreements:
1. For CN and OAM FFSs, we will remove it and add a NOTE indicating that it was identified but RAN2 didn’t study as it is out of scope of RAN2
1. For the following FFS: LMF and gNB, and CSI compression for UE control, we will remove it and add a NOTE indicating that it was identified but RAN2 didn’t study or conclude as it depends on RAN1 progress 
1. Update TP to indicated that CSI prediction use case for the functional mapping is the same as beam management for UE side model

2.2.1.2.3	Data collection
Since during RAN2#123bis the data collection discussion revolved around network-side data collection, for this meeting, the discussion focused on UE-side data collection. And while RAN2 did not agree to e.g., principles, as done for the network-side, the following was agreed to be captured in the TP.
Capture the following text:
The following proposals were discussed in RAN2 
1. 	UE collects and directly transfers training data to the OTT server 
	1a) OTT (3GPP transparent)
	1b) OTT (non-3GPP transparent)
1. UE collects training data and transfers it to CN. CN transfers the training data to the OTT server.
1. 	UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.

RAN2 did not study or analyze the proposals and did not agree to requirements or recommendations.

2.2.1.2.4	Model transfer/delivery
In addition to the already identified model transfer/delivery solutions, during this meeting RAN2 agreed to a set of discussion areas when evaluating the solutions. These include:
-  Large, no upper limit model/model parameter size
-  Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
-  NW controllability on model transfer/delivery (e.g. management decision at gNB)
-  Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB).
From this, RAN2 analysed the solutions while assessing specification impact to support AI/ML for air interface purposes. The outcome of this is captured in the Tables found below:
Table. Solution 1a current status/gaps and RAN specification impact
	Discussion Area
	Current status and Gaps
	RAN specification potential impact

	A1. Large, no upper limit model/model parameter size
	maximum 45kBytes based on existing number of RRC segments
	extension of the number of RRC segments is required to support models larger than 45kBytes

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	transmission is restarted upon mobility
	Introduce service continuity support for SRBs with segmentations.
Xn/NGAP enhancement(s) for model transfer/delivery continuity

	A5. NW controllability on model transfer/delivery and management at gNB
	management and interaction between UE and gNB is not supported
	support management and interaction between UE and gNB (e.g. model identification, model transfer completion indication, etc) when model management at gNB

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) .
	procedure latency depends on model size and SRB priority
	impact on SRB in DL, e.g. a new SRB with configurable priority, etc



Table. Solution 2a/3a current status/gaps and RAN specification impact
	[bookmark: _Hlk152335008]Discussion Area
	Current status and Gaps
	RAN specification potential impact

	A1. Large, no upper limit model/model parameter size
	model size >45kBytes is not supported based on existing number of RRC segments;
CN supports NAS signalling segmentation;
LMF supports LPP signalling segmentation
	If NAS/LMF does not do segmentation for model transfer/delivery, it may need RRC segmentation, and extension of the number of RRC segments is required to support models larger than 45kBytes.

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	supported with limitation:
For Solution 2a, support within AMF coverage area based on NAS signalling segmentation;
For Solution 3a, support within LMF coverage area based on LPP signaling segmentation
	Note: supporting service continuity across AMF/LMF is out of RAN scope and needs coordination with CN groups

	A5. NW controllability on model transfer/delivery and management at gNB
	For Solution 2a, gNB cannot perform management directly, considering model transfer is transparent to gNB
	support management and model transfer interaction between CN/LMF and gNB, e.g. via NAS signaling or NRPPa signalling when model management at gNB


	
	management and interaction between UE and gNB is not supported
	support management and interaction between UE and gNB (e.g. model identification, model transfer completion indication, etc) when model management at gNB

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) .
	procedure latency depends on model size and SRB priority; other latency includes forwarding NAS message latency from CN to gNB
	impact on SRB in DL, e.g. a new SRB with configurable priority, etc



Table. Solution 1b current status/gaps and RAN specification impact
	[bookmark: _Hlk152335151]Discussion Area
	Current status and Gaps
	RAN specification potential impact

	A1. Large, no upper limit model/model parameter size
	No model size limitation;
PDU session termination at gNB is not supported
	support PDU session termination at gNB if needed

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	model transfer continuity if PDU session terminated at gNB is not studied
	identify a solution to support service continuity support between gNBs when PDU session is terminated at gNB if needed
Xn/NGAP enhancement(s) for model transfer/delivery continuity

	A5. NW controllability on model transfer/delivery and management at gNB
	management and interaction between UE and gNB is not supported
	support management and interaction between UE and gNB (e.g. model identification, model transfer completion indication, etc) when model management at gNB

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) . 
	procedure latency depends on model size, QoS requirement and DRB priority;
QoS management at gNB if PDU session is terminated at gNB is not supported
	identify a solution to support QoS management at gNB for model transfer when PDU session is terminated at gNB if needed



Table. Solution 2b/3b current status/gaps and RAN specification impact
	Discussion Area
	Current status and Gaps
	RAN specification potential impact

	A1. Large, no upper limit model/model parameter size
	No model size limitation
	No RAN impact
Note: The detail procedure of model transfer from CN/LMF to UE is out of RAN scope

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	For Solution 2b, supported
For Solution 3b, depends on Rel-18 CT1 solution LPP message over a user plane connection between UE and LMF
	Note: supporting service continuity across LMF is out of RAN scope

	A5. NW controllability on model transfer/delivery and management at gNB
	gNB cannot perform model management directly;

	support management and model transfer interaction between CN/LMF and gNB when model management at gNB


	
	management and interaction between UE and gNB is not supported
	support management and interaction between UE and gNB (e.g. model identification, model transfer completion, etc) when model management at gNB

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) .
	procedure latency depends on model size, QoS requirement and DRB priority;
other latency includes forwarding data from CN to gNB
	Note: The detail QoS requirement on CN for model transfer/delivery is out of RAN scope



Table. Solution 4a current status/gaps and RAN specification impact
	Discussion Area
	Current status and Gaps
	RAN specification potential impact

	A1. Large, no upper limit model/model parameter size
	No model size limitation
	No RAN impact

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	If model transfer/delivery from OTT server via CN , supported
If model transfer/delivery from OTT server via LMF , depends on Rel-18 CT1 solution LPP message over a user plane connection between UE and LMF
	Note: supporting service continuity across LMF is out of RAN scope

	A5. NW controllability on model transfer/delivery and management at gNB
	Model transfer/delivery is transparent to RAN
	support management and model transfer interaction between OTT server and gNB when model management at gNB
NOTE: FFS whether this is within RAN scope or not
support interaction between UE and gNB for the NW controllability of the model transfer/delivery (e.g. model identification, model transfer completion, etc) if management is in gNB

	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) .
	procedure latency depends on model size, QoS requirement and DRB priority;
other latency includes forwarding data from OTT server to gNB
	Note: The detail QoS requirement for model transfer/delivery of solution 4a is out of RAN scope



Table. Solution 4b current status/gaps and RAN specification impact
	Discussion Area
	Current status and Gaps
	RAN specification potential impact (NOTE: whether and how to support model transfer/delivery from OAM to gNB and OAM to UE directly is out of RAN scope)

	A1. Large, no upper limit model/model parameter size
	over CP: maximum 45kBytes based on existing number of RRC segments if OAM does not do segmentation for model transfer/delivery
over e.g. IP: no model size limitation, but direct connection between OAM and UE is not supported
	over CP: If OAM does not do segmentation for model transfer/delivery, it may need RRC segmentation, and extend RRC segment number if mo’del size larger than 45kBytes
Over e.g. IP: NOTE: whether and how to support direct connection between OAM and UE is out of RAN scope

	A4. Model transfer/delivery continuity (i.e. resume transmission of model (segments) across gNBs)
	support within OAM coverage
	

	A5. NW controllability on model transfer/delivery and management at gNB
	gNB cannot perform model management directly
	NOTE: support management and model transfer interaction between OAM and gNB is out of RAN scope


	A7. Model transfer/delivery QoS (for DRB) (including latency, etc) and priority (for SRB) .
	over CP: 1) procedure latency depends on model size and SRB priority; 2) other latency includes forwarding data from OAM to gNB
over e.g. IP: direct connection between OAM and UE is not supported
	over CP: Note: The detail QoS requirement for model transfer/delivery of solution 4b is out of RAN scope
over e.g. IP: NOTE: whether and how to support latency, QoS requirement between OAM and UE is out of RAN scope


	NOTE: 
- OAM can transfer/delivery AI/ML models to UE via “OAM -> RAN -> UE”, where CP is used for “RAN -> UE”
- OAM can transfer/delivery AI/ML models to UE via “OAM -> UE”, e.g. via IP tunnel.

To conclude the model transfer/delivery discussion, RAN2 agreed to consider in a potential normative phase the following:
	=>	RAN2 capture that both Reactive model transfer/delivery and Proactive model transfer/delivery can be considered in normative phase. 



2.2.2	Remaining Open issues 
As of the end of RAN2#124, the following was agreed:
Agreements
-	AI/ML SI is considered complete from RAN2 point of view 

For which no further discussion is expected to be carried out.
A post-meeting email discussion was organized by the Study Item Rapporteur in RAN2 to consolidate the TP, so that it can be merged into the Technical Report. The outcome (i.e., RAN2’s input to the TR) can be found in R2-2313668. In addition, an LS to RAN1 was agreed to notify RAN1 about this (the LS is available in R2-2313696).
2.3	RAN3
2.3.1	Agreements
2.3.2	Remaining Open issues
2.4	RAN4
2.4.1	Agreements
2.4.1.1	RAN4#108bis
Issue 1-2: Generalization goals 
Agreement:
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations
· FFS on details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
· FFS on what the minimum level performance for each identified scenario and/or configuration is
· FFS on what the significant degradation for other scenarios and/or configurations is
Issue 1-3: Handling of generalization in tests
Agreements:
· Take the modified Option 1 as the baseline
· Modified Option 1: Signaling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify it’s generalizability. (environment differs in each test but not changing dynamically during the test)
· Specified UE configuration includes functionality and/or model ID if defined.
· FFS on Option 2
· In Option 2, change the same model ID to “the same specified UE configuration, which includes functionality and/or model ID if defined
Issue 2-1: Metrics/KPIs for CSI requirements/tests
· Proposals
· Option 1: Throughput/relative throughput
· Option 2: SGCS, NMSE
· Option 3: CSI prediction accuracy
Agreement:
· For Metrics/KPIs for CSI requirements/tests, use Option 1 as baseline
· For Option 3, further discuss the feasibility to define the CSI prediction accuracy in the WI phase.
· FFS for monitoring metrics
Issue 2-2: Metrics/KPIs for Beam prediction requirements/tests
· Proposals
· Option 1: further downselect one/more of the above
· Option 2: document all the above in the TR as possible metrics
· Option 3: add other metrics?
Agreement: 
· Use option 2 as baseline to prepare TP.
Issue 2-3: Metrics/KPIs for positioning requirements/tests
· Proposals
· Option 1: ground truth vs. reported location
· Option 2: CIR/PDP, channel estimation accuracy
· Option 3: ToA, RSTD and RSRP, and RSRPP
· Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
Agreement: 
· Prepare TP to capture the agreed options for metrics in the previous meetings
Issue 3-1: Test encoder/decoder option 4
Agreement:
· Who builds the decoder? 
·  TE vendor should be able to develop  the decoder just based on the specifications 
· FFS what needs to be specified, RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance within the same bounds as with TE vendors
· FFS how similar the performance has to be among possible implementations
Companies are invited to bring further inputs for the following questions:
· Is there a standardized data set for this decoder? 
· Will decoder be shared with DUT vendors and infra vendors?

Issue 3-2: Test encoder/decoder options comparison table
Agreements:
For all options RAN4 might specify some high level parameters for the decoder (e.g. parameters related to processing complexity, model structure, etc)
· FFS exactly which parameters are needed

	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	 DUT vendor
	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified  (used as part of the RAN4 procedure to specify the decoder)
	

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification


2.4.1.2	RAN4#109
Issue 1-1: Testing goals
Agreement:
· For Testing goals, Option 1 and/or Option 2 will be selected depending on the test
· Option 1: The testing goal is to verify whether a specific AI/ML model (if model identification is possible)/functionality can be conducted in a proper way.
· FFS how to define the specific AI/ML model (e.g., a model captured in RAN4 spec as baseline) 
· FFS how to define that the model is properly conducted (e.g., by defining AI/ML dedicated performance/core requirements associated with model outputs)
· Option 2: The testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. 
· FFS how to define a static scenario/configuration (e.g., by defining a related testing dataset based on channel models in TR 38.901)
· FFS whether and how to define non-static specific scenarios/configurations
Issue 1-2: Generalization update 
Agreement:
· Verify whether the performance gain/minimum level of performance of AI/ML functionality/model  can be achieved/maintain under various scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations.
· With the understanding that the propagation conditions could be covered in the various scenarios and/or configurations following the RAN1/RAN2 procedures
· FFS on how to define the performance degradation
Issue 1-3: TP handling
Agreement:
Agree the proposed TP in R4-2321803.
Issue 1-4: Terminology update
Agreement:
Agree the terminology updated proposed in R4-2320357


Issue 1-8: Ground truth handling 
Agreement:
· Explicit definition of ground truth could be discussed further in WI use case by use case when a necessity is identified

Issue 3-1: Block diagram for 1-sided model
Agreement
LCM
Verification
 
AI/ML functions
Test configuration/controller
Signal generator
inference
LCM
DUT
TE

LCM : includes functionality and/or model ID based LCM 
Notes regarding the diagram:
- diagram only contains the physical links between the TE and the DUT, not the logical links
- logical links will depend on the functionality being tested
- some blocks may not be used in some of the tests
- LCM may not be tested depending on the purpose of the test
- Scope includes both performance and potentially LCM testing
- diagram assumes offline training not included in the specifications

Issue 3-2: Block diagram for 2-sided model
Agreement

LCM
Verification
 
AI/ML functions
Test configuration/controller
Signal generator
inference
LCM
DUT
TE
inference

LCM : includes functionality and/or model ID based LCM 
Notes regarding the diagram:
- diagram only contains the physical links between the TE and the DUT, not the logical links
- logical links will depend on the functionality being tested
- some blocks may not be used in some of the tests
- LCM may not be tested depending on the purpose of the test
- Scope includes both performance and potentially LCM testing
- diagram assumes offline training not included in the specifications

Issue 3-3: Option 4 clarifications
Agreements:
Interoperability should be ensured based on the parameters that need to be specified
· Parameters that need to be specified are FFS
Candidate parameters/conditions that may be considered for defining test decoder for Option 4:
· Training data set for TE decoder training
· Model structure (Activation function is included in the model structure)
· Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of model parameters
· Compression ratio of decoder (output size/input size)
· Quantization level
Other parameters  not precluded, to be further  discussed
Feasibility of definition of parameters  is to be further investigated
Option 4 target is that a single decoder implemented by each TE vendor will be enough for at least a single test for any DUTs.
· TE vendor should be  able to implement the test decoder for Option 4 without any involvement from another party
· 2-sided comparison table is based on the assumption that for Option 4 the TE vendors can implement the decoder just based on the specifications(no other party involved)
· If this is found infeasible, another option in which TE vendors need to collaborate with DUT/infra vendors to implement the decoder could be considered.
· Table would need to be revised if collaboration between TE vendor and DUT/infra vendor is needed
Option 3 target is that a single decoder defined in the specifications for at least a single test for any DUTs.

Issue 3-4: 2-sided testing options comparison table
	 
	Option 1: DUT provides decoder
	Option 2: Decoder not from DUT and Spec
	Option 3: Full decoder specification in standard
	Option 4: partially specified decoder

	Clarification of options

	Source of the test decoder 
	
	
	
	 

	Source of test decoder training data 
	
	
	
	FFS
Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	
	
	
	

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	
	
	
	

	Test decoder performance verification procedure at TE and/or DUT
	– need to ensure that decoder performance is not degraded(as intended by the decoder provider) on the TE 

	- need to ensure that decoder performance is not degraded(as intended by the decoder provider) on the TE 
– need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long as the  model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS
	FFS
	FFS
	FFS

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used in actual field deployments )knowledge of model, training type, etc.)
	
	
	
	

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Higher  than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required 
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Lower than Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Higher than Option 3 in terms of that training at TE is required
Note: How to ensure compatibility/interoperability between TE and DUT needs further study.

	Specification Effort (defining test decoder and requirements)
	Low
	Low 
	Highest 
RAN4 needs to standardize the entire decoder
	High
 RAN4 needs study and decide on what to standardize

	Confidentiality/ IP issues in the testing procedure(after specs are published)
	
	
	 No
	No


	Applicability to different scenarios/conditions/ configurations
	
	
	
	

	[bookmark: _Hlk151101491]Complexity of testing for the ecosystem
	Testing the encoder at DUT
Higher than Option 3/4
Need for interaction between TE vendors and DUT vendor

	Testing the encoder at DUT
Higher than Option 3/4
Testing complexity higher also than option 1.

	Testing the encoder at DUT
Low –providing no need for interaction between TE vendors and other parties

	Testing the encoder at DUT
Low –  providing no need for interaction between TE vendors and other parties


	Complexity of verifying/testing the test decoder
	Higher than option 3/4
FFS compared to option 2
	Higher than Option 3/4
FFS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	
	
	
	

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	
	
	
	

	Relationship with reference decoder/encoder(used by RAN4 to define the performance requirements) for defining requirement
	
	
	
	

	Whether model transfer/delivery is needed during the test procedure
	
	
	
	



2.4.2	Remaining Open issues
All RAN4 objectives have been accomplished.
2.5	RAN5
2.5.1	Agreements
2.5.2	Remaining Open issues
2.5.3	Remaining Open issues with cross-WG dependencies
2.6	RAN6
2.6.1	Agreements
2.6.2	Remaining Open issues

3.	Detailed progress in SA/CT WGs since last TSG meeting (for all involved WGs)
NOTE: This section only needs to be filled in for WI/SIs where there is a corresponding relevant WI/SI in SA/CT. 
3.1	SAx/CTs
3.1.1	Agreements with cross-TSG impacts
3.1.2	Remaining Open issues with cross-TSG impacts
NOTE: This section should also flag any critical dependencies that need TSG attention. 
	
4.	References
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R1-2310988	Discussion on other aspects for AI CSI feedback enhancement	ZTE
R1-2311048	Views on specification impact for CSI feedback enhancement	Fujitsu
R1-2311115	Other aspects on AI/ML for CSI feedback enhancement	vivo
R1-2311149	Discussion on AI/ML for CSI feedback	Intel Corporation
R1-2311183	Discussion on other aspects on AIML for CSI feedback	Spreadtrum Communications
R1-2311270	On other aspects of AI/ML for CSI feedback enhancement	OPPO
R1-2311327	Other aspects for AI/ML CSI feedback enhancement	CATT
R1-2311391	Remaining issues on specification impact for CSI feedback based on AI/ML	xiaomi
R1-2311415	Other aspects on AI/ML for CSI feedback enhancement	NEC
R1-2311437	Remaining issues on AI/ML for CSI enhancement	LG Electronics
R1-2311446	Discussion on AI/ML for CSI feedback enhancement	Panasonic
R1-2311500	Discussion on other aspects on AI/ML for CSI feedback enhancement	CMCC
R1-2311528	Remaining issues on CSI measurement enhancements via AI/ML	Sony
R1-2311530	AI and ML for CSI feedback enhancement	NVIDIA
R1-2311540	Remaining details on other aspects for CSI feedback enhancement	InterDigital, Inc.
R1-2311554	Discussion on AI/ML for CSI feedback enhancement	China Telecom
R1-2311573	On Enhancement of AI/ML based CSI	Google
R1-2311640	Discussion on AI/ML for CSI feedback enhancement	NTT DOCOMO, INC.
R1-2311705	Discussion on other aspects of CSI others	Apple
R1-2311784	Other aspects on AI/ML for CSI feedback enhancement	Nokia, Nokia Shanghai Bell
R1-2311865	Views on remaining aspects on AI/ML for CSI feedback enhancement	Samsung
R1-2311941	Further aspects of AI/ML for CSI feedback	Lenovo
R1-2311993	Other aspects on AI/ML  for CSI Feedback Enhancement	MediaTek Inc.
R1-2312057	Other aspects on AI/ML for CSI feedback enhancement	Qualcomm Incorporated
R1-2312088	Discussion on AI/ML for CSI feedback enhancement	AT&T
R1-2312107	Discussions on Other Aspects on AI/ML for CSI Feedback Enhancement	Indian Institute of Tech (M), IIT Kanpur
R1-2312129	Other aspects on AI/ML for CSI feedback enhancement	ITL
R1-2312173	Varying CSI feedback granularity based on channel conditions	Rakuten Symphony
R1-2312333	Summary #1 on other aspects of AI/ML for CSI enhancement	Moderator (Apple)
R1-2312334	Summary #2 on other aspects of AI/ML for CSI enhancement	Moderator (Apple)
R1-2312335	Summary #3 on other aspects of AI/ML for CSI enhancement	Moderator (Apple)
R1-2312336	Summary #4 on other aspects of AI/ML for CSI enhancement	Moderator (Apple)
R1-2310846	Highlights for the evaluation on AI/ML based CSI feedback enhancement	Huawei, HiSilicon
R1-2310906	Remaining Aspects of AI/ML for Positioning Accuracy Enhancement	Ericsson
R1-2311194	Remaining open aspects of AI/ML positioning	Moderator (vivo)
R1-2311271	Other aspects on AI/ML for beam management	OPPO
R1-2311866	Remaining aspects for evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2312383	Summary#1 for other aspects on AI/ML for beam management	Moderator (OPPO)
R1-2312445	FL summary #1 for remaining aspects for evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2312400	Summary#2 for CSI evaluation of [115-R18-AI/ML]	Moderator (Huawei)
R1-2312415	Summary #3 on Remaining Aspects of Evaluating AI/ML for Positioning Accuracy Enhancement	Moderator (Ericsson)
R1-2312425	FL summary #1 on remaining open aspects of AI/ML positioning	Moderator (vivo)
R1-2312560	FL summary #2 for remaining aspects for evaluation of AI/ML for beam management	Moderator (Samsung)
R1-2312401	Summary#3 for CSI evaluation of [115-R18-AI/ML]	Moderator (Huawei)
R1-2312604	TP on CSI evaluation for TR38.843	Moderator (Huawei)

4.3.1	RAN4#108bis
// General aspects and TR
R4-2315065	Discussion on general aspects of AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CAICT
Decision: 		The document was noted.
R4-2315103	General aspects on AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CATT
Decision: 		The document was noted.
R4-2315309	AI/ML general
					Type: discussion		For: Approval
					Source: Qualcomm, Inc.
Decision: 		The document was noted.
R4-2315351	Proposed update for TR 38.843 with RAN4 part
					Type: pCR		For: Approval
					38.843 v0.2.0	  CR-  rev  Cat:  (Rel-18)

					Source: CAICT.
Decision: 		The document was not treated.
R4-2315598	General aspects discussions for NR AI/ML
					Type: discussion		For: Discussion
					Source: NTT DOCOMO, INC.
Decision: 		The document was noted.
R4-2315726	On general aspects for AI/ML
					Type: discussion		For: Discussion
					Source: vivo
Decision: 		The document was noted.
R4-2315753	Discussion on general issues
					Type: other		For: Approval
					Source: ZTE Corporation
Decision: 		The document was noted.
R4-2315994	General Aspects for RAN4 R-18 SI on AIML for NR air interface
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision: 		The document was noted.
R4-2316228	On general issue
					Type: other		For: Approval
					Source: OPPO
Decision: 		The document was noted.
R4-2316456	TP for TR38.843 on RAN4 terminology for AI/ML discussion
					Type: pCR		For: Approval
					38.843 v1.0.0	  CR-  rev  Cat:  (Rel-18)
					Source: Ericsson
Abstract: 
TP to introduce RAN4 agreed terminology related to AI/ML discussion.
Decision: 		The document was not treated.
R4-2316467	Discussion on general aspects of RAN4 AIML requirements
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision: 		The document was noted.
R4-2316597	General aspects for AI/ML air interface
					Type: discussion		For: Discussion
					Source: Samsung
Decision: 		The document was noted.
R4-2316619	General Aspects of AI/ML in Air Interface
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision: 		The document was noted.
R4-2316856	Feedback to proposed update for TR 38.843 with RAN4 part
					Type: discussion		For: Discussion
					Source: Keysight Technologies UK Ltd
Decision: 		The document was noted.

//Specific issues related to use case for AI/ML
R4-2315104	Discussion on specific issues related to use cases for AIML
					Type: discussion		For: Discussion
					Source: CATT
Decision: 		The document was noted.
R4-2315323	Discussion on use cases for AI/ML
					Type: discussion		For: Discussion
					Source: CMCC
Decision: 		The document was noted.
R4-2315408	Discussion on beam management use case for AI
					Type: discussion		For: Discussion
					38.133 v  CR-  rev  Cat:  (Rel-18)

					Source: xiaomi
Decision: 		The document was noted.
R4-2315481	On RAN4 requirements for use cases for AI/ML
					Type: discussion		For: Discussion
					Source: Apple
Decision: 		The document was noted.
R4-2315601	AI use cases
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discussion on CSI, positioning and beam management use cases
Decision: 		The document was noted.
R4-2315727	Further discussion on use cases for AI/ML
					Type: discussion		For: Discussion
					Source: vivo
Decision: 		The document was noted.
R4-2315995	Discussion on Specific Issues related to Use Case for AIML
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision: 		The document was noted.
R4-2316229	On specific issues related to use case for AIML
					Type: other		For: Approval
					Source: OPPO
Decision: 		The document was noted.
R4-2316393	Specific issues related to use case for AI/ML
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision: 		The document was noted.
R4-2316468	Discussion on AIML RAN4 requirements for different use cases
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision: 		The document was noted.
R4-2316595	Views on use case of AI/ML
					Type: other		For: Approval
					Source: Samsung
Decision: 		The document was noted.
R4-2316801	Discussion on RAN4 requirements in Rel-18 AI/ML
					Type: discussion		For: Discussion
					Source: Google Inc.
Decision: 		The document was noted.

//Interoperability and testability aspect
R4-2315066	Discussion on interoperability and testability of AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CAICT
Decision: 		The document was noted.
R4-2315105	Discussion on interoperability and testing aspects
					Type: discussion		For: Discussion
					Source: CATT
Decision: 		The document was noted.
R4-2315310	AI/ML interoperability
					Type: discussion		For: Approval
					Source: Qualcomm, Inc.
Decision: 		The document was noted.
R4-2315324	Discussion on interoperability and testability for AI/ML
					Type: discussion		For: Discussion
					Source: CMCC
Decision: 		The document was noted.
R4-2315482	On testability with AI/ML in air interface
					Type: discussion		For: Discussion
					Source: Apple
Decision: 		The document was noted.
R4-2315595	Discussion on reference decoder for 2-sided model
					Type: discussion		For: Approval
					Source: ROHDE & SCHWARZ
Decision: 		The document was noted.
R4-2315600	Ai interoperability and testing aspects
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discussion on interoperability aspects
Decision: 		The document was noted.
R4-2315728	Further discussion on interoperability and testability aspects for AI/ML
					Type: discussion		For: Discussion
					Source: vivo
Decision: 		The document was noted.
R4-2315754	Discussion on the Interoperability and testability aspects of AI/ML
					Type: other		For: Approval
					Source: ZTE Corporation
Decision: 		The document was noted.
R4-2315996	Discussion on interoperability and testability aspects
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision: 		The document was noted.
R4-2316230	On testability issues for two-sided AIML model
					Type: other		For: Approval
					Source: OPPO
Decision: 		The document was noted.
R4-2316394	Interoperability and testability aspect
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision: 		The document was noted.
R4-2316469	Discussion on the interoperability and testability aspects of AIML RAN4 requirements
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision: 		The document was noted.
R4-2316598	Interoperability and testability aspect of AI/ML for NR air interface
					Type: discussion		For: Discussion
					Source: Samsung
Decision: 		The document was noted.
R4-2316855	On interoperability and testability of AIML for NR air interface
					Type: discussion		For: Discussion
					Source: Keysight Technologies UK Ltd
Decision: 		The document was noted.


//Moderator summary and conclusions
R4-2317258	Topic summary for [108-bis][135] FS_NR_AIML_air
					Type: other		For: Information
					Source: Moderator (Qualcomm)
Abstract: 
[108-bis][100] Main Session
Decision: 		The document was noted.
R4-2317631	WF on AI/ML for NR air interface
					Type: other		For: Approval
					Source: Qualcomm
Abstract: 
[108-bis][100] Main Session; [WF Approval]
Decision: 		The document was approved.
R4-2317770	Ad hoc minutes for AI/ML for NR air interface
					Type: other		For: Approval
					Source: Qualcomm
Abstract: 
[108-bis][100] Main Session
Decision: 		The document was noted.

4.3.2	RAN4#109
R4-2319644	AI future study and work considerations
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discusison on fuure progression of AI work
Decision:		Noted.

//General aspects (RAN4 part of TR)
R4-2318250	Discussion on general aspects of AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2318281	General aspects on AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2318478	General aspects discussions for NR AI/ML
					Type: discussion		For: Discussion
					Source: NTT DOCOMO, INC.
Decision:		Noted.
R4-2318579	On general aspects for AI/ML
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2318935	AI/ML general
					Type: discussion		For: Approval
					Source: Qualcomm, Inc.
Decision:		Noted.
R4-2319075	On general aspects for AI/ML
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2319824	On General Aspects for AI/ML in Air Interface
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision:		Noted.
R4-2320184	Discussion on General Aspects for RAN4 R-18 SI on AIML for NR air interface
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2320554	Discussion on general issues
					Type: other		For: Approval
					Source: ZTE Corporation
Decision:		Noted.
R4-2320610	General aspects for AI/ML air interface
					Type: discussion		For: Discussion
					Source: Samsung
Decision:		Noted.
TPs
R4-2318489	Proposed update for TR 38.843 with RAN4 part
					Type: pCR		For: Approval
					38.843 v1.0.0	  CR-  rev  Cat:  (Rel-18)

					Source: CAICT, Qualcomm, Ericsson
Decision:		Revised to R4-2321801 (from R4-2318489).
R4-2321801	Proposed update for TR 38.843 with RAN4 part
					Type: pCR		For: Approval
					38.843 v1.0.0	  CR-  rev  Cat:  (Rel-18)

					Source: CAICT, Qualcomm, Ericsson
Decision:		Approved.
R4-2321803	Proposed update for TR 38.843 with RAN4 part
					Type: pCR		For: Approval
					38.843 v1.0.0	  CR-  rev  Cat:  (Rel-18)

					Source: CAICT, Qualcomm, Ericsson
Decision:		Approved.
R4-2319825	pCR Proposed Updates for TR 38.843 on Reference Block Diagrams fro Testing
					Type: pCR		For: Approval
					38.843 v1.1.0	  CR-  rev  Cat:  (Rel-18)

					Source: Nokia, Nokia Shanghai Bell
Decision:		Merged (with R4-23xxxxx).
R4-2320183	RAN4 Input for TR 38.843
					Type: pCR		For: Approval
					38.843 v1.1.0	  CR-  rev  Cat:  (Rel-18)

					Source: Huawei,HiSilicon
Decision:		Merged (with R4-23xxxxx).
R4-2320357	TP to 38.843 on RAN4 terminology for AI/ML discussion
					Type: pCR		For: Approval
					38.843 v1.1.0	  CR-  rev  Cat:  (Rel-18)

					Source: Ericsson
Abstract: 
TP to TR38.843 v1.1.0 to capture RAN4 relevant terminology for AI/ML.
Decision:		Merged (with R4-23xxxxx).

//Specific issues related to use case for AI/ML
R4-2318282	Discussion on specific issues related to use cases for AIML
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2318580	On RAN4 requirements for use cases for AI/ML
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2318763	Specific issues related to use case for AI/ML
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision:		Noted.
R4-2318847	Discussion on use case for AI
					Type: discussion		For: Discussion
					38.133 v	  CR-  rev  Cat:  (Rel-18)

					Source: xiaomi
Decision:		Noted.
R4-2319076	Further discussion on use cases for AI/ML
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2319085	Discussion on use cases for AI/ML
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2319643	AI use cases
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discussion on CSI, positioning and beam management use cases
Decision:		Noted.
R4-2319938	On specific issues related to use case for AIML
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2320185	Discussion on Specific Issues related to Use Case for AI/ML
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2320245	Discussion on RAN4 requirements in Rel-18 AI/ML
					Type: other		For: Approval
					Source: Google Inc.
Decision:		Noted.

//Interoperability and testability aspect
R4-2318251	Discussion on interoperability and testability of AIML for NR air interface
					Type: discussion		For: Discussion
					Source: CAICT
Decision:		Noted.
R4-2318283	Discussion on interoperability and testing aspects
					Type: discussion		For: Discussion
					Source: CATT
Decision:		Noted.
R4-2318479	Interoperability and testability aspects discussions for NR AI/ML
					Type: discussion		For: Discussion
					Source: NTT DOCOMO, INC.
Decision:		Noted.
R4-2318581	On testability with AI/ML in air interface
					Type: discussion		For: Discussion
					Source: Apple
Decision:		Noted.
R4-2318764	Interoperability and testability aspect
					Type: discussion		For: Discussion
					Source: Nokia, Nokia Shanghai Bell
Decision:		Noted.
R4-2318848	Discussion on interoperability and testability of AI/ML
					Type: discussion		For: Discussion
					38.133 v	  CR-  rev  Cat:  (Rel-18)

					Source: xiaomi
Decision:		Noted.
R4-2318936	AI/ML interoperability
					Type: discussion		For: Approval
					Source: Qualcomm, Inc.
Decision:		Noted.
R4-2319077	Further discussion on interoperability and testability aspects for AI/ML
					Type: discussion		For: Discussion
					Source: vivo
Decision:		Noted.
R4-2319086	Discussion on interoperability and testability for AI/ML
					Type: discussion		For: Discussion
					Source: CMCC
Decision:		Noted.
R4-2319642	AI interoperability and testing aspects
					Type: discussion		For: Discussion
					Source: Ericsson
Abstract: 
Discussion on interoperability aspects
Decision:		Noted.
R4-2319939	On testability issues for two-sided AIML model
					Type: other		For: Approval
					Source: OPPO
Decision:		Noted.
R4-2320186	Discussion on Interoperability and Testability Aspect
					Type: discussion		For: Discussion
					Source: Huawei,HiSilicon
Decision:		Noted.
R4-2320416	Discussion on the interoperability and testability aspects of AIML RAN4 requirements
					Type: discussion		For: Discussion
					Source: MediaTek inc.
Decision:		Noted.
R4-2320555	Discussion on the Interoperability and testability aspects of AI/ML
					Type: other		For: Approval
					Source: ZTE Corporation
Decision:		Noted.
R4-2320611	Interoperability and testability aspect of AI/ML for NR air interface
					Type: discussion		For: Discussion
					Source: Samsung
Decision:		Noted.

//Moderator summary and conclusions
R4-2318142	Topic summary for [109][136] FS_NR_AIML_air
					Type: other		For: Information
					Source: Moderator (Qualcomm)
Abstract: 
[109][100] Main Session AI 8.21
2nd Round:
Chair: SI is completed.
Decision:		Noted.
New allocated Tdocs
R4-2321739	Ad hoc minutes for FS_NR_AIML_air
					Type: other		For: Approval
					Source: Qualcomm, CAICT
Decision:		Revised to R4-2321996 (from R4-2321739).
R4-2321996	Ad hoc minutes for FS_NR_AIML_air
					Type: other		For: Approval
					Source: Qualcomm, CAICT
Decision:		Noted.
Discussions of issues and conclusions in the first round
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v04.63	24.01.2014		restructuring for RAN #63 to cover Core & Perf. in one doc file
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Model complextity
BM-Case1 Tx beam	0.21	4.9000000000000004	1	1.0900000000000001	1.3	1.56	8.9280000000000002E-3	1.15E-2	0.30299999999999999	0.27	1.4E-2	4.5060000000000003E-2	0.16672000000000001	1.2999999999999999E-3	0.08	8.2000000000000003E-2	1.4E-2	1.4999999999999999E-2	1.8	7.0000000000000007E-2	0.03	1.34	4.5999999999999999E-3	0.05	0.03	0.05	0.22220000000000001	22	2	1.1000000000000001	2.59	3.12	1.7600000000000001E-2	1.14E-2	5.4	0.26700000000000002	0.03	4.4999999999999998E-2	0.16300000000000001	2.7000000000000001E-3	1.1100000000000001	1.4999999999999999E-2	1.3	8	0.78	8.4	0.55000000000000004	38	9.7999999999999997E-3	0.1	0.03	BM-Case1 beam pair	2.5	4.9000000000000004	1	0.04	4.03	2.3199999999999998	1.35	2.14	0.55800000000000005	0.42699999999999999	0.6	0.27	0.33	2.88	1.05	0.86799999999999999	8.2000000000000003E-2	7.3999999999999996E-2	0.54	8.2000000000000003E-2	1.4E-2	1.5E-3	0.03	7.0000000000000007E-2	2.2599999999999998	2.6	22	2	0.08	4.0199999999999996	1.93	2.69	4.26	1.1160000000000001	0.42599999999999999	0.59799999999999998	0.27	0.33	2.88	1.048	0.87	0.17	1.4999999999999999E-2	1.3	224	1.27	0.1	4.5	BM-Case2 Tx beam	1.1000000000000001	0.57999999999999996	1.42	4.03	0.11	7.0000000000000007E-2	1.0289999999999999	3.5000000000000003E-2	0.35	0.115	4	11.3	0.2	0.10199999999999999	0.57199999999999995	9.2999999999999999E-2	1.95	3.33	2.4	0.40300000000000002	1.62	2.5	17	1.35	3.03	4.0199999999999996	0.183	0.17499999999999999	4.37	0.09	8	54.5	0.41	0.30299999999999999	4.08	5	BM-Case 2 beam pair	0.66	1.1499999999999999	2.13	0.13	2.758	0.24859999999999999	0.15	0.107	0.91	11.2	0.71	0.73	0.442	1.74	1.5	2.4900000000000002	4.45	0.99	7.25	0.41299999999999998	0.26	8	433.68	5.05	model parameter(M)

Computational complexity Flops(M)
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