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1. Introduction
Last meeting there was a summary on the Rel-19 WI/SI of AI for NG-RAN [1]. In this document we provide our understanding on the basis of this summary.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Rel-18 left over issues
The Rel-18 WI of AI for NG-RAN is now concluded. The summary last meeting [1] summarised most left over issues, and here we propose a couple of issues that needs to be added or clarified.
One issue is on “UE Trajectory prediction”. The Rel-18 NG-RAN feature supports some kinds of UE trajectory prediction (including the training phase and the inference phase), but there are two aspects ever proposed by multiple companies are not supported:
· It is not supported yet to predict UE trajectory or provide back a UE’s trajectory in multiple gNBs.
· Per-SSB-beam-level UE trajectory prediction is not supported.
Therefore, we propose supporting both aspects in Rel-19.
Proposal 1: To clarify that the “UE trajectory prediction” bullet comprises two aspects: prediction and feedback of UE trajectory of multiple gNBs, and per-SSB-beam UE trajectory prediction.
Another issue is on split gNB: we skipped the specification work on split gNB in Rel-18 due to limited time. Obviously in Rel-19 we should enhance the specifications to support the NG-RAN AI feature for split gNBs. The AI/ML model should reside within the gNB-CU as we previously agreed, unless the benefit of deploying the model within the gNB-DU is widely acknowledged (which may be part of the content of “new use cases”).
Proposal 2: Supporting AI for NG-RAN in split gNB scenario should also be considered as a Rel-18 leftover issue. Models are assumed to be deployed in gNB-CUs.
2.2. New use cases
The summary last meeting [1] also lists four potential new use cases.
[bookmark: OLE_LINK35][bookmark: OLE_LINK36][bookmark: OLE_LINK37][bookmark: OLE_LINK38]In our understanding, the use case of CCO is mainly about optimising or even replacing the current CCO mechanism by introducing AI/ML-based prediction or decision model. The rationale is that actions for CCO should rather be foreseen beforehand than implemented afterwards since coverage and capacity problem would bring about significant impact to network performance. Currently, exchanging future coverage states over XnAP is already supported. It could be further discussed during study phase whether the existing IEs could be reused for AI/ML based CCO.
The use case for energy saving enhancement, from our point of view, focuses on the sub-cell-level energy saving actions which was introduced in Rel-18 NES WID. Considering beam management function is located in gNB-DU,it requires supporting AI/ML models deployed in gNB-DUs.
For the use case of slicing, we think AI/ML based resource allocation among slices could be considered which could support the adjustment of resource partitions beforehand and thereby improve resource usage and user experience. We consider the major enhancement may be exchanging per-slice resource status predictions or performances.
As to the use case of QoE, our view is to focus on the improvements of UE’s RVQoE which is within NG-RAN domain. To support AI/ML based RVQoE optimization, it is needed for the NG-RAN node to collect useful RVQoE information and predict the future RVQoE for the concerned UE. During HO procedure, transfer of predicted RVQoE from the source node to target node could provide assistant information on selection of target cell and subsequent HO decision as well in the target node,which could further improve the RVQoE. And similar as what was discussed in Rel-18, feedback of ground truth of RVQoE in the target node is also helpful for further AI model retuning.
We have no preference among these four new use cases. We propose studying all of them in the Rel-19 SI phase before down-selecting what use case to be included in the Rel-19 WI phase.
Proposal 3: All of the four potential new use cases should be included in the scope of Rel-19 SI. Down-selecting what use case is included in the Rel-19 WI phase may be determined during the Rel-19 SI.
2.3. RAN-CN collaboration
This item is captured as a potential study object in the summary [1]. There are two typical ways listed in the summary for such collaboration: directly through the NWDAF within the core network, or through the MDAS architecture. And it is still controversial whether this bullet should be included in Rel-19 scope or not. We think it is valuable to support  coordination between NWDAG/MDAS and NG-RAN with the following reasons
Firstly, it is common understanding in RAN3 that some NG-RAN nodes may not support AI/ML functionality or may temporarily lack of capability due to e.g. congestion. In this case, it would be helpful to have some mechanisms to enable NWDAF/MDAS to provide statistical or predicted data to NG-RAN node, e.g.predicted NG-RAN performance or UE trajectory.
Secondly, in Rel-18, predicted information could only be exchanged via XnAP which means the use cases discussed in Rel-18 is not supported if there is no Xn interface between the involved NG-RAN nodes. This put too much restriction on the application of AI/ML for NG-RAN since deployment of Xn interface is optional. Support of coordination between NWDAF/MDAS and NG-RAN is a feasible way to resolve this problem.
Thirdly, it is agreed in RAN3 that model training function are located in either OAM or NG-RAN node as below.
-	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
-	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM
Since NWDAF already has the functionality of AI model training, retrieval of AI model from NWDAF towards NG-RAN provides another alternative which could avoid duplicated work in different network entity. And of course, based on the real time input, the AI/ML model provided by NWDAF could be further retrained by NG-RAN node.
Finally, functions within RAN were designed in such a manner that any nodes within RAN is not permitted to track any UE after a sufficient number of handovers or state transitions. One result of such design is that the RAN node can never acquire any long-term statistical data of any concerned UE. However, long-term statistical data of a concerned UE can be helpful to optimise the performance of this UE. One example is that any given UEs tend to move among the cells which it usually visits, and such behaviour can be help to improve the accuracy of UE trajectory prediction.
Proposal 4: To study RAN-CN collaboration for NG-RAN AI/ML in the Rel-19 phase, and to expand the study object of RAN-CN collaboration to cover collaboration with OAM.
3. Conclusion
Proposal 1: To clarify that the “UE trajectory prediction” bullet comprises two aspects: feedback of UE trajectory of multiple gNBs, and per-SSB-beam UE trajectory prediction.
Proposal 2: Supporting AI for NG-RAN in split gNB scenario should also be considered as a Rel-18 leftover issue. Models are assumed to be deployed in gNB-CUs.
Proposal 3: All of the four potential new use cases should be included in the scope of Rel-19 SI. Down-selecting what use case is included in the Rel-19 WI phase may be determined during the Rel-19 SI.
Proposal 4: To study RAN-CN collaboration for NG-RAN AI/ML in the Rel-19 phase, and to expand the study object of RAN-CN collaboration to cover collaboration with OAM.
4. Reference
[1] RP-232623; Moderator's summary for Rel-19 RAN3 topic AI/ML for NG-RAN; Ericsson (moderator).


1
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: _Hlk493690069][bookmark: _Hlk493690070]RP-232989
