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1	Introduction and scope
To summarize the discussion in this contribution, based on the findings and the conclusion in the study item and our internal analysis, we propose the following objectives for a Rel.19 work item on AI/ML for PHY:
[bookmark: _Toc152607618]Consider the following for the Rel.19 AI/ML normative work scope:
· Specify support single sided models for 
· Beam management for DL Spatial & Temporal DL Tx prediction (BM-Case 1 and 2) in a
· NW sided model
· Signaling/mechanisms to facilitate data collection, performance monitoring and model inference [RAN1, RAN2]
· UE sided model
· Signaling/mechanisms to facilitate data collection at the UE side, performance monitoring, and model inference [RAN1, RAN2]
· Procedure for UE to report information to gNB related to the inference output [RAN1]
· Positioning use case as:
· UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning (Case 1)
· Signaling/mechanisms to facilitate data collection at the UE side, performance monitoring, and model inference [RAN1, RAN2]
· NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning (Case 3a)
· Signaling/mechanisms to facilitate data collection, performance monitoring and model inference [RAN1, RAN2, RAN3]
· CSI prediction in a UE sided model
· Signaling/mechanisms to facilitate data collection at the UE side, performance monitoring, and model inference [RAN1, RAN2]
· Procedure for UE to report information to gNB related to the inference output [RAN1]
· Specify support for the necessary/recommended LCM components for these selected sub use cases [RAN1, RAN2, RAN3 (for positioning)]
· Standardized model transfer is not considered.​
· Model ID based LCM is not considered.
· Specify support for requirements, including UE measurement accuracy and test cases for these selected sub use cases [RAN4]

In Section 2, we discuss the motivation for this proposed Rel.19 scope. In Section 3, we discuss the organization of Rel.19 AI/ML for PHY as there may be components that requires more studies and understanding before normative phase. 
[bookmark: _Ref178064866]2	Discussion
2.1 Components excluded from Rel.19 scope 
Related to certain topics studied during the Rel.18 SI phase, RAN1/RAN2 could not make any specific recommendation for the WI phase due to technical concerns and due to necessity. In the following we discuss the topics of model transfer, of UE-side model training, and of model ID-based LCM.
2.1.1	Model Transfer 
The topic of model transfer is very much related to the discussion on which entity performs the UE-side model training, i.e. the training location for the AI/ML model in the UE chipset.
Different options for model delivery/transfer to UE has been discussed and are defined in [1] (y,z1,z2,…,z5). and discussed in RAN1/2/4. Nonetheless none of the working groups have concluded on the need or feasibility of model transfer. 
From RAN1 perspective, on the need for model transfer, scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases. However, it is also acknowledged in RAN1 that model transfer is not the only viable approach. On-device fine tuning, may be an alternative to model transfer. Additionally, a single model may generalize well in some use cases without the need for scenario specific model. In addition, RAN1 concluding agreement still questions its feasibility. 
The above RAN1 concerns have been echoed in RAN2 throughout the SI phase. In particular, in RAN2#124 meeting, RAN2 noted that training at the NW side (gNB,LMF, CN, OAM) for the UE-side model training has not been studied. Similar to the RAN1 discussion, concerns were raised on the complexity due to large amount of data/information to be stored, and on the feasibility, i.e. how to ensure that a trained dataset fits the inference at lower layers which very much depend on UE-specific properties/design. 
Given the above, the feasibility and the need to specify the model transfer cases z2, z4, and z5 is not clear. Normative work cannot be motivated for aspects that are not well studied during the study item, and whose feasibility is not assessed.
In RAN4, model transfer has not been discussed yet. Currently a fundamental principle is that any testing can only be applied to HW/SW that the device/node owner has full control of. With dynamic model transfer, the conversion to device implementation on device may impact performance. It becomes unclear who would take responsibility for a failed performance test if the transfer is carried out during conformance testing. After UEs are deployed in the field, it is unclear whether a model transferred to a UE is capable of meeting performance requirements and/or even regulatory requirements. 
[bookmark: _Toc152607614]The study item has neither provided strong motivation to standardize model transfer, nor concluded on the feasibility of model Transfer. 
Consequently, it is proposed that only the UE-side or neutral site, such that an OTT server, are considered as feasible training locations for the UE-side models.
[bookmark: _Toc152607619]No normative work for model transfer in Rel-19. Only the UE-side or OTT site are to be considered as feasible training locations for the UE-side models in the normative work.
2.1.2	Model ID based LCM 
In RAN1 discussions and agreements, the possible benefit for model-based LCM has not been captured in any agreement. However, agreements and observations have outlined that model identification can be used in the following scenarios [1]:
· Model identification in model transfer from NW to UE,
· Pairing information can be established based on model identification (for two-sided models),
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.

As discussed in the earlier section, RAN1 has not concluded on the necessity or feasibility of model transfer. Also, no consensus was achieved concerning the support of the two-sided CSI use case (see section 2.4). Hence, unless agreed to be part of Rel-19 normative work, those two scenarios cannot justify a need to specify model ID based LCM. 
For the third bullet, we first observe that there have been no agreement nor observations in the use cases on what an additional condition (defined in [1])can comprise of. To our understanding, if an additional condition is identified, it is assumed that a UE when identifying a model provides associated meta information that handles the additional condition. For example the meta information indicates the NW configuration/scenario for which training data was collected for the UE-side model. How to categorize, define and specify NW configurations/scenarios is very challenging and complex task. It also needs to be complemented by monitoring approaches that ensures that the model remains applicable when exposed to other non-specified conditions (e.g., UE, NW, scenario related). Our view is that monitoring (by UE/NW) as a mean for ensuring consistency between training and inference should be assumed as a starting point, which could be addressed via functionality-based approaches.
[bookmark: _Toc152607620]No normative work for model ID based LCM in Rel-19.
2.2	Beam management use case 
RAN1 has concluded on the benefits of AI/ML for beam management and  the justification [1]  for normative phase for DL Tx beam prediction comes from the relative LCM simplicity of one-sided AI/ML models and the intermediate KPI results that indicate performance gains in terms of reducing UE measurements and RS overhead with AI/ML-based beam management in comparison to full beam sweeping.
Based on the evaluation performed during the SI, RAN1 has concluded on the feasibility and recommendation of the DL Tx beam prediction 
Note that RAN1 has not concluded on the need to support TX/RX beam pair prediction. In our view, the feasibility of TX/RX beam pair prediction have not been addressed properly. It is proposed that such sub use case is not recommended for normative work. 
Our high-level assessment of specification impact to support DL beam prediction (spatial and temporal)
· RAN1/RAN2 specification impact for a UE-sided model inference would mainly comprise of procedures for UE to gNB reporting of a predicted set of beams with an associated confidence information. In addition, there would likely be impact for data collection in respect to model inference, training, and monitoring. For instance, procedures/signaling is needed to ensure consistency between UE training and inference operation, and procedures for UE to indicate a need for RS-transmissions. 
· For NW-sided model, the RAN1/RAN2 specification impact would be rather small, mainly comprising a method to collect relevant data from UE (DL Tx beam measurements), and how to configure a UE with a non-measured (predicted) beam during inference operation.
· In addition, for UE-sided model, it is expected RAN2 should investigate the possible data collection and how UEs can signal its capability in running beam prediction models (UE Capability and applicable condition signaling).
· We expect that RAN4 will need to address the measurement accuracy of L1-RSRP as model input. The evaluations in Rel-18 SI indicate a significant performance drop when considering the existing measurement requirements in comparison with perfect measurements. Other topics for RAN4 investigations could comprise of the extent to which generalization can be captured in RAN4 requirements and, to what extent the conformance testing can cover it and how to ensure reliable UE reported confidence of predictions and reliable performance monitoring KPI reports. RAN4 specification will also be impacted in terms of specifying the core requirements corresponding to model training and measurement reporting.
The corresponding scope is outlined in Section 1. 

2.3	Positioning use case 
The positioning use case covers two sub use cases: direct AI/ML positioning and AI/ML assisted positioning,  and the considered cases in the SI are listed in Table 1 were also our proposal for the down-selection is highlighted since to keep the WI scope manageable, a down selection of these use cases must be performed for the normative phase. 
[bookmark: _Ref120678747][bookmark: _Ref151638009]Table 1: AI/ML-based positioning categories from the SI and our Case proposals for normative work highlighted in green.
	Case
	Legacy solution
	AI/ML solution

	1
	DL-TDoA, DL-AoD
	UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

	2a
	DL-TDoA, DL-AoD, Multi-RTT
	UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

	2b
	DL-TDoA, DL-AoD, Multi-RTT
	UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

	3a
	Multi-RTT, UL-TDoA, UL-AoA
	NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

	3b
	Multi-RTT, UL-TDoA, UL-AoA
	NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



In the following, we discuss the motivation for this down-selection. Based on RAN1 evaluations of AI/ML based positioning, it was concluded in the TR [1] that
· Both direct AI/ML positioning and AI/ML assisted can significantly improve the positioning accuracy compared to existing RAT-dependent positioning methods.
· Based on conducted analysis, it is recommended to proceed with normative work for AI/ML based positioning
While there are many possible ways to specify an AI/ML model for UE positioning, the evaluation results show that some have comparable performance. Evaluation results also show that some methods are preferred considering generalization aspects, the cost (including potential specification impact and signalling overhead) and the achievable positioning accuracy. 
RAN should plan for a reasonable workload and objectives during the WI. Hence, we propose to limit the scope and the sub-use cases to be included. Our high-level assessment of the use cases to be considered in the WI are the following: 
AI/ML direct positioning and assisted positioning approaches: evaluations show that both can achieve very similar positioning accuracy. The differences between them are in other design aspects. 

· The specification impact and signalling overhead of case 2b and 3b direct AI/ML positioning is expected to be much larger because it requires sending channel measurements (e.g., CIR, PDP, DP) over standardized interfaces. In contrast, for assisted positioning case 2a/3a, only model outputs (e.g., RSTD, LOS/NLOS indicator) are sent to LMF to support conventional positioning methods (e.g., triangulation).

· Complexity of adopting direct AI/ML positioning at LMF is expected to be high since it requires updates to LMF to host the AI/ML model and related functions. The UE (Case 2b) or gNB (Case 3b) need to be updated to send enhanced channel measurements (e.g., CIR, PDP, DP) to LMF as well. In contrast, by generating model output consistent with existing IE that LMF receives (e.g., RSTD), AI/ML assisted positioning (Case 2a/3a) may not require LMF updates, i.e., LMF can be reused while upgrading 5GS to support AI/ML based positioning. Minimizing the scope of impact is a big advantage when considering the ease of adoption of the AI/ML model.

Considering the above benefits of AI/ML assisted positioning case 2a/3a over direct AI/ML positioning case 2b/3b we propose to exclude 2b/3b from the Rel-19 work item scope. 
[bookmark: _Toc152607621]To limit Rel-19 work item scope on positioning, AI/ML Case 2b and 3b direct positioning  are not considered for Rel-19. 
UE sided modes and NW sided models: Evaluation results show that similar performance can be achieved by NW-side and UE-side AI/ML based models, since similar AI/ML models can be built by either side. The main difference is in the potential specification impact and signalling overhead. Both UE side and NW side models can be supported in  the normative work phase. 
Nonetheless, we propose to limit the scope to only a single use case of each UE sided and NW sided models. 
Concerning UE sided models (Case 1, Case 2a): 
· In Case 1, the entire procedure from performing PRS measurements to determining the UE location is fully contained within the UE. The UE location is reported back to the LMF node using the legacy LPP protocol. Most AI/ML aspects are up to UE implementation. Only training data collection requires specification support, for example, the measurement accuracy requirement for the model input, and the training data reporting format (e.g., value range and number of bits for quantization).  Thus Case 1 is relatively easy to specify as compared to Case 2a. 
· Case 2a is similar to case 3a in terms of performance. However, when considering model generalization, Case 3a has clear advantage over Case 2a. It is challenging for the UE to have an AI/ML model that generalizes well when the UE moves from one cell to another cell, unless the UE mobility is limited and known a priori.  Moreover, additional signalling support is likely required for Case 2a compared to Case 3a. For example, data collection for training and inference requires transferring a large amount of data over the air from the UE to the network. Model monitoring also requires close coordination between UE and the network, even if the model monitoring is performed by the UE. Therefore, Case 2a is less attractive than 3a, and should be deprioritized. 

[bookmark: _Toc152607622]To limit the scope of the Rel-19 AI/ML positioning use case in normative phase, the scope of Rel-19 work item for positioning is suggested to be limited to Case 1 and Case 3a
. Our high-level assessment of specification impact for positioning are: 

· RAN1/RAN2/RAN3 specification impact for procedures and signaling formats for training data collection, including collecting the measurement data generated by UE (for Case 1) and gNB (for Case 3a) for model input, the corresponding ground truth label (e.g., from PRU), and any assistance data (e.g., validity condition) necessary to support the model. 
· RAN1/RAN2/RAN3 specification impact for procedures and signaling formats for model monitoring, including the report from the UE/gNB to LMF of the model monitoring decision, where the decision is generated by the UE (for Case 1) or gNB (for Case 3a).
· RAN4 specification impact is likely to include accuracy requirements for model input and output (if needed), assessment of the need to demonstrate generalization and definition of sufficient and flexible test scenarios that  achieve the needed generalization, model monitoring related requirements and metrics. RAN4 specification will also be impacted in terms of specifying the core requirements corresponding to model training and measurement reporting.

2.4	On the CSI use cases
For two-sided CSI compression use case, we make the following analysis of the observations from the closed study item and we focus on the most favourable case for AI-CSI, with high resource utilization (>70%), rank 1-4 CSI reporting, 1-on-1 training (i.e. a single vendor trains both encoder and decoder) and generalization Case 1 (same dimensions of training dataset and inference dataset):
1. Observed user perceived throughput (UPT) gains is not impressive. Implementing the non-AI based Rel.18 CSI enhancement seem to have much greater potential to achieve more UPT gains
a. User perceived throughput (UPT) gains for AI-CSI compression compared to Rel.16 as reported between -1% and +17% [1]
b. This to be compared with Rel.18 MIMO WI [footnoteRef:2](i.e. non-AI CSI prediction) where we observed an UPT gain relative to the same Rel.16 baseline  of +45% to +48% [2] [2:  In the Rel.18 MIMO simulations, 100% of the UEs had 30 km/h speed and CSI prediction was used, by autoregressive models. In AI-CSI, 20% of users had 30 km/h and 80% had 3 km/h and no prediction was used. Still the comparison is useful to understand that the gain values for AI/ML CSI compression are only modest in the light of what a conventional CSI enhancement can achieve. ] 


2. Observed UCI payload overhead reduction gains is similar to the recent Rel.18 non-AI CSI enhancement 
a. Overhead reduction gains for AI-CSI compression compared to Rel.16 as reported between +8% and +79%  in the most favourable case and ideal (1-on-1 single vendor) training (i.e. upper bound) [1]
b. This to be compared with Rel.18 MIMO WI (i.e. non-AI CSI prediction) where it was observed an overhead reduction gain relative to the same Rel.16 baseline  of -3% to +65% [2]
c. In our evaluations, we have not identified a problem with UCI payload size for Rel.16 eType-II, [3], hence it’s unclear how such reduction would benefit the DL throughput 

3. The computational complexity increase (if measured in FLOPS) in the UE compared to non-AI CSI reporting is 61 to 4900 times depending on the used AI model
a. The estimated required FLOPS for AI-CSI compression is reported between 10M/10M and 800M/1.1G for encoder/decoder respectively  [1]
b. This to be compared with Rel.16 eType-II codebook, where the required FLOPS for UE encoder is estimated [4] to be 0.163M and the decoder likely much less than this. 

4. Several training collaboration types has been studied and multi-vendor training is feasible in theory (although there is no clear preferred type). There is no clear idea on the amount of efforts needed for the industry to organize such a multi-vendor training method and establish the infrastructure and framework, but large effort is speculated
a. This should be seen in the light of the observed lack of gains and huge complexity increase discussed in item 1,2,3 above. 

Based on similar arguments as above, RAN1 concluded in RAN1#115 that there is no consensus to recommend a normative phase for CSI compression and at least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work.
· Trade-off between performance and complexity/overhead
· Issues related to inter-vendor training collaboration 
· Further study is required for certain aspects (as captured in [1])

In RAN2, the discussion is inconclusive and there is no recommendation from RAN2 perspective whether to start a normative phase which leaves this up to using the input from RAN1 and RAN4.  
Interoperability is a cornerstone of the success of the 3GPP Uu specifications. Interoperability enables an eco-system in which, based on the specifications and associated conformance testing, a wide and competitive marketplace of devices can roam within a variety of networks and network nodes. An operator deploying a network does not need to take care about which devices are operating. The studied CSI compression use case is a use case that requires support for interoperability that 3GPP standardization so far has provided (as opposed to localized use cases such as positioning in a factory, where there may be less need for interoperability and roaming).
Interoperability is achieved based upon careful standardization in RAN1 and RAN2 and detailed performance requirements and conformance test specification in RAN4 and RAN5. One trade-off of interoperability is that vendors of networks and UEs cannot arbitrarily select the basic coding schemes and signaling as they see fit, but need to follow the specification. This allows economic benefits in terms of scale.  Interoperability is essential for the commercial success of 3GPP and use of 5G at the Uu. 
In the context of two sided models, if UE vendors or network vendors would each define their own models, then there would be a strong risk that this inter-operability would be undermined. Networks would need to be trained with and run a large number of decoder models in real time, and UEs would need to be trained for and be able to load different models for different networks. Ensuring robust performance meeting RAN4 requirements would become extremely complex. In addition, complex arrangements would be needed for exchanging IP relating to models and training between stakeholders (UE vendors, network vendors, TE vendors etc.) 
There would also exist the risk that some UEs would not be able to run their models in certain networks and vice-versa, hence the interoperability is lost and Uu becomes “vendor-vendor specific”. Of course, the backup of using non-AI CSI reporting would exist, but nonetheless a lack of interoperability support would in practice severely limit the commercial utilization of two-sided models and two-sided CSI compression which is of interest for this discussion.
[bookmark: _Toc152607615]Introducing two-sided AI/ML models for Uu may seriously undermine the interoperability benefits of 3GPP standardization and the openness of the Uu interface that 3GPP provides.
Practically speaking, standardization of at the inference encoder side needs to be seriously considered  as it avoids the inter-vendor training collaboration issues. It should be noted that standardizing an inference encoder would still comprise introducing a 2-sided model. What it would achieve would be the usual compromise of guaranteeing interoperability at the expense of open flexibility to develop any kind of encoder. 
Although the discussion in standardization would be different to non-AI, in principle the goal of standardization would be the same as when non-AI encoding or decoding is specified: to standardize an inference encoder that would provide optimal performance over needed scenarios with a reasonable complexity cost (and implicitly the same goals for an encoder).
[bookmark: _Toc152607616]Standardizing one side (encoder) of a two-sided AI/ML inference model for Uu may maintain the important interoperability benefit and should be seriously considered in future 3GPP studies.
Note that a standardized “inference encoder” could potentially comprise a family of encoders, for example covering different scenarios or with different complexity levels and the model may evolve over 3GPP releases as AI/ML methods improve rapidly over time.
In RAN4, the SI has not uncovered any sensible way in which we can do the RAN4 specification for two sided models. There are some options captured in [1][1]  
· UE vendor supplies the test decoder
· Network vendor supplies the test decoder
· The test decoder is fully standardized
· The test decoder is partially standardized, but sufficiently well that anyone that reads the standard and develops a decoder will develop a decoder that is consistent and has similar performance.

Defining a test decoder is a likely outcome, to be able to verify that the UE encoder meets requirements 
Note that with this approach to CSI compression, the needed industry effort (which is much smaller compared to what has been discussed in RAN1 SI) better matches the observed limited CSI compression performance benefits. 
If CSI compression is to be studied further, then solutions with standardized encoder should be investigated, including how 3GPP could in the best way reach consensus on such model.  Hence, based on these findings and observations, we propose:
[bookmark: _Toc152607623]No normative work for A/ML based CSI compression in Rel.19
[bookmark: _Toc152607624]If studies on two-sided models continue, then solutions with standardized inference encoder should be considered in the study

For one-sided CSI prediction use case, the TR summarizes the high-level gains when comparing to non-AI/ML methods, e.g. the Rel.18 MIMO feature as discussed above, as
· for AI/ML based CSI prediction over non-AI/ML based CSI prediction, 3 sources observe up to 0.7%~7% gain while 2 sources observe performance loss of -0.1%~-17% in terms of mean UPT.
 
The gain are inconclusive, which lead to the conclusion that RAN1 lack consensus on recommendation for normative work. An interesting point in the online discussion during RAN1#115 is that the non-AI based autoregressive models perform very well on the used 3GPP synthetic channel models and there is no large opportunity for AI to “shine”. This may be true, leading to the speculation that training AI/ML using real data may improve prediction performance over autoregressive based models. 
Since CSI prediction is a UE sided model, there are many similarities to other use cases with UE-sided model, including the LCM aspects (including data collection) and RAN4 testing requirements (at least the same framework can likely be re-used). We don’t see a large additional standardization effort (or industry effort as opposed to the two-sided model) to also include CSI prediction in the normative phase. The situation is similar to beam management, the reality has to make the final judgement on what the actual gains are with UE sided models and whether this will be a beneficial feature in the market.
Hence, we are supportive of a normative work on CSI prediction.
[bookmark: _Toc152607625]Start Rel.19 normative work for UE sided CSI prediction. 
Our high-level assessment of specification impact to support CSI prediction:
· RAN1/RAN2 specification impact for a UE-sided model would be signaling mechanisms to facilitate data collection in respect to model inference, training, monitoring and associated reporting to the NW. For instance, procedures/signaling is needed to ensure consistency between UE training and inference operation, and procedures for UE to indicate a need for RS-transmissions. 
· We expect that RAN4 will need to address the requirements and test cases for CSI prediction
The corresponding scope is outlined in Section 1. 
2.5 Discussion on remaining RAN4 open issues for AI/ML PHY
During recent RAN4 meetings, AI/ML has been discussed with a small number of time units (0.5 TU). Since AI in PHY is a new paradigm, converging on very specific proposals will take time, but good progress has been achieved in shaping the discussion and preparing for later normative work.
It is important to keep in mind that the role of RAN4 in the study is quite different to that of RAN1. RAN1 is investigating potential gains and needed signaling and procedures (together with RAN2) for supporting AI in PHY. The role of RAN4 is not to investigate means that AI solutions outperform non-AI solutions. Rather, RAN4 assumes that an AI solution has been identified that is expected to outperform non-AI in some aspect and for which associated signaling and procedures have been created. RAN4 then goes on to devise core requirements and conformance test parameters (or, in the case of the BS, conformance tests) that can ensure that implementations of the AI feature perform as expected and in an interoperable and predictable manner in actual implementations. This work is important in order that the performance of the feature and predictability of network behavior can be ensured in an interoperable and multi-vendor environment. The RAN4 goal may mean that simply attempting to measure RAN1 KPIs may not be appropriate.
In order to achieve its goal, RAN4 needs to consider manner and means of ensuring that the AI algorithms perform as expected and in a predictable manner. As part of this work, it may be important to consider the extent to which RAN4 requirements for non-AI achieve these goals. For some AI functionality, it may be that the approaches for non-AI are reasonable. However, since AI operates differently to deterministic algorithms and also needs LCM procedures to manage it (unlike non-AI) then it is important to consider how and where AI differs.
A number of topics are identified that are of importance to consider in RAN4 for one-sided AI:
· The requirement metrics and descriptions for each use case that could form a basis of core requirements
· The behavior of the AI functionality for each use case in different scenarios, channels and configurations in order to assess the generalizability behavior
· The range of test conditions and testing approach needed to ensure good requirement/test coverage (for each use case)
· The feasibility of testing to ensure generalizability to all needed scenarios (use case specific)
· The limits of generalizability to relevant scenarios (use case specific)
· Requirements relating to executing LCM related procedures, such as model activation etc.
· Requirements relating to model monitoring and metrics reported by the UE
· Whether and how to handle updating or change of the model during it’s lifetime
· Testability aspects and reference diagrams

This list is not exhaustive as it is quite possible that further issues and questions are yet to be discovered.
For defining requirements, RAN4 may need to perform some or all of the following for every use-case:
· Agree on reference models for deriving requirements
· Agree on parameterizations for reference models
· Agree on broad assumptions for training data
· Find a method to align simulation results
· Present and align simulations
· Determine appropriate implementation margins

For two-sided AI, many of the above considerations also apply. In addition, there are significant issues surrounding interoperability and testing. These have been identified, but not solved in the SI. If RAN decides to continue with studying two-sided AI, then further consideration is needed in RAN4.
Taking into account the large amount of new issues, a significant amount of TU should be allocated to RAN4 once the WI has come up to speed. If all use-cases would be pursued, then around 3 TUs are needed.
[bookmark: _Toc152607617]Due to the data driven nature of AI/ML, RAN4 need much more study time to converge on how to handle this new paradigm.    
3 Organization of Rel.19 AI/ML for PHY
It’s obvious from the discussion in this document that more time is needed to study two-sided models in 3GPP. Hence, in our view, RAN WGs need to continue the Rel.18 SI in a Rel.19 SI (which is similar to how XR was managed) but with a limited (revised) scope focusing on only two-sided models. This will allow the proper study of the two-sided model to continue in RAN1 and allow RAN4 to conclude open issues (as discussed in Section 2.5). 
RAN1 has 4 TU allocated to AI/ML PHY, and we suggest that 3 TU is allocated to the WI on one-sided models and 1 TU is allocated to a parallel SI on two-sided models (which spans RAN1, RAN2 and RAN4). 
This approach is clear, avoids “hiding” a SI inside a WI (as advised against by RAN secretary) and ensuring RAN plenary have control over the ongoing work and studies in the WGs. 
[bookmark: _Toc152607626]For Rel.19 AI/ML for PHY, allocate 3 TU (in RAN1) for a WI on one-sided AI/ML models and 1 TU (in RAN1) for a separate SI on two-sided models for CSI compression with the corresponding TU in RAN2 and in RAN4. 
Project management wise, the mentioned SI can be an extension of the Rel.18 SI but with a limited scope (CSI compression only). 
About the allocation of TU over time, we observe that RAN4 is due to start on Rel-19 topics from March. This would imply no discussion on AI during the Athens meeting in February. Since RAN4 has started discussing AI/ML during the SI, the SI still leaves a large scope of issues open and there is a large amount of work needed to complete a WI also for one-sided modes, in our view it would be useful to continue discussion on AI during the Athens meeting in RAN4. Although RAN1-3 would only be getting started, topics that would benefit from further discussion and alignment in RAN4 include:

· Increasing understanding of  what requirement coverage is feasible / needed in RAN4 and whether dynamic testing is needed.
· Whether/How to deal with updates/changes to UE models after deployment
· What exactly is meant with “legacy” as a “baseline” (for example, whether behavior should be comparable for deployment scenarios outside of the requirement test points)
· Preliminary thoughts on how RAN4 can agree on reference models for setting requirements
· Outline of what work is needed in RAN4 to get to requirements
· For the positioning use-case, whether requirements are needed for direct positioning or not.
· 2-sided CSI test framework if there is some further work/study

In general, RAN4 should only start Rel-19 topics in March; a small TU allocation for discussion in Athens for AI would be an exceptional case due to the AI/ML WI needing a conceptually new approach in RAN4.

[bookmark: _Toc152607627] Depending on the number of use cases, allocate up to 3TU in RAN4.
[bookmark: _Toc152607628] Consider allocating e.g. 0.5 TU to continue AI/ML discussion in RAN4 Athens meeting.

Conclusion
In the previous sections we made the following observations: 
Observation 1	The study item has neither provided strong motivation to standardize model transfer, nor concluded on the feasibility of model Transfer.
Observation 2	Introducing two-sided AI/ML models for Uu may seriously undermine the interoperability benefits of 3GPP standardization and the openness of the Uu interface that 3GPP provides.
Observation 3	Standardizing one side (encoder) of a two-sided AI/ML inference model for Uu may maintain the important interoperability benefit and should be seriously considered in future 3GPP studies.
Observation 4	Due to the data driven nature of AI/ML, RAN4 need much more study time to converge on how to handle this new paradigm.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Consider the following for the Rel.19 AI/ML normative work scope:
Proposal 2	No normative work for model transfer in Rel-19. Only the UE-side or OTT site are to be considered as feasible training locations for the UE-side models in the normative work.
Proposal 3	No normative work for model ID based LCM in Rel-19.
Proposal 4	To limit Rel-19 work item scope on positioning, AI/ML Case 2b and 3b direct positioning  are not considered for Rel-19.
Proposal 5	To limit the scope of the Rel-19 AI/ML positioning use case in normative phase, the scope of Rel-19 work item for positioning is suggested to be limited to Case 1 and Case 3a
Proposal 6	No normative work for A/ML based CSI compression in Rel.19
Proposal 7	If studies on two-sided models continue, then solutions with standardized inference encoder should be considered in the study
Proposal 8	Start Rel.19 normative work for UE sided CSI prediction.
Proposal 9	For Rel.19 AI/ML for PHY, allocate 3 TU (in RAN1) for a WI on one-sided AI/ML models and 1 TU (in RAN1) for a separate SI on two-sided models for CSI compression with the corresponding TU in RAN2 and in RAN4.
Proposal 10	Depending on the number of use cases, allocate up to 3TU in RAN4.
Proposal 11	Consider allocating e.g. 0.5 TU to continue AI/ML discussion in RAN4 Athens meeting.
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