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1
Introduction

The SI on AI/ML for NR air interface has been declared complete according to [1]. 
TR 38.843 v2.0.0 [2] is presented for approval in this meeting with a number of recommendations for normative work. 

The moderator has reviewed the contributions to this agenda point [3-38] and companies’ positions are in line with the recommendations from the TR in [2] with nobody challenging the recommendations. However, whether all recommended sub use cases or a prioritized subset should be addressed in the normative phase will deserve some discussion.

The TR in [2], also indicates areas where there has not been consensus for recommendation and areas where the necessity for standardized solutions is unclear. Those areas can be very relevant for future 3GPP work on AI/ML for air interface and deserve special attention as many companies indicate. 
For those, in general, the moderator is suggesting continuing studying them to improve 3GPP’s understanding of the implications as they will continue being relevant for further applications of AI/ML for air interface problems. 
2
Discussion

The companion WID [39] objectives can be structured in the following sections: 
Normative objectives:

· General framework

· Recommended use cases:

· Beam management

· Positioning

· Core/performance requirements for recommended use cases
Study objectives for open issues and not recommended use cases: 
· CSI feedback enhancement use cases
· CSI compression: only 2-sided model use case considered in the SI phase

· CSI prediction

· UE data collection

· Model transfer/delivery

· Testability and interoperability

· Finalize 1-sided

· Further study 2-sided

A check-point in September ’24 is proposed for all the study objectives with the understanding that each one will have to be individually assessed. Finally, the decisions and agreements made during the study of these objectives are recommended to be captured in the TR 38.843 [2] for future reference. 

2.1
General Framework objective
This objective needs to include the LCM mechanism relevant to the standardized use cases. UE capability reporting mechanism, performance monitoring, and model consistency between training and inference are part of this objective too.  

2.2
Recommended use cases

2.2.1
Beam management

There are two sub use cases recommended by the TR [2]: 
· BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams 
· BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historic measurement results of Set B of beams
All companies have proposed to address both sub use cases in the normative phase and both are being captured in the Draft WID [39]. 

Additional TR [2] agreements for this use case are captured. 

2.2.2
Positioning Accuracy enhancements

There are two sub use cases recommended by the TR [2]: 

-
Direct AI/ML positioning: 
-
AI/ML model output: UE location

-
e.g., fingerprinting based on channel observation as the input of AI/ML model 

-
AI/ML assisted positioning: 
-
AI/ML model output: new measurement and/or enhancement of existing measurement

-
e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement

Those 2 sub use cases were further categorized into the following 5 sub use cases: 

· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Therefore, 

· Direct AI/ML positioning: cases 1, 2b, 3b

· AI/ML assisted positioning: cases 1, 2a, 3a

Some companies are proposing to downselect the number of sub use cases. The moderator recommends one sub use case per category, i.e., case 1 for direct positioning and case 3a for assisted positioning as captured in the Draft WID [39].
2.3
Core/performance requirements

Usual RAN4 core/performance requirements for the use cases being considered for the normative phase. 
2.4 
CSI feedback enhancement use cases

CSI compression is the only 2-sided model sub use case being considered in the SI phase. Some companies want to move this sub use cases to normative phase, while some other companies would like to continue studying it. A few companies would not want to continue studying this sub use care nor 2-sided models.

The moderator suggests continuing studying this sub use case attempting to address the arguments that the TR states for the lack of consensus to recommend this use case for normative work, namely [2]: 

· Trade-off between performance and complexity/overhead.

· Issues related to inter-vendor training collaboration.

As well as other aspects captured in the conclusions section of the TR [2]. 

Similarly, CSI prediction was not recommended for normative phase due to the lack of results on the performance gain over non-AI/ML based approach and associated complexity [2]. 

Companies’ views are also similar, some would want to move to normative phase, some would want to continue studying and a few see no value to continue looking into this sub use case. The moderator suggests continuing studying this sub use case attempting to address the arguments that the TR states for the lack of consensus to recommend this sub use case for normative work. 

2.5
UE data collection

The TR [2] captures the following options: 

1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;

1a) OTT (3GPP transparent)

1b) OTT (non-3GPP transparent)

2. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.


3. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.

RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations [2].

The Moderator recommends analysing the UE data collection mechanisms above along with the implications and limitations of each of the methods. 

2.6
Model transfer/delivery

Similar to the UE data collection, the TR [2] captures the following: 

Whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) is unclear from the outcome of the present study. Nonetheless, to support AI/ML model transfer/delivery, the following solutions are considered:

· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.

· Solution 2a: Core Network (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.


· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.


· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.


· Solution 2b: Core Network (except LMF) can transfer/deliver AI/ML model(s) to UE via User Plane (UP) data.


· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.


· Solution 4a: OTT server can transfer/deliver AI/ML model(s) to UE (e.g., transparent to 3GPP).


· Solution 4b: OAM can transfer/deliver AI/ML model(s) to UE.

The Moderator recommends clarifying whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s).
2.7
Testability and interoperability

While RAN4 has made good progress around testability and interoperability of 1-sided and 2-sided AI/ML models, further studies will be valuable. As a result, the Moderator recommends the following: 

· Finalize the test setup and procedure for single-sided models
· Further analyse the various testing options for two-sided models

· Consider involving RAN5 based on RAN2/RAN4 progress [RAN5]

Note the suggestion to involve RAN5 early enough in the process to smooth the transition from RAN4 to RAN5 in interoperability testing of AI/ML features. 
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