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[bookmark: _Toc55838112][bookmark: _Toc98503589][bookmark: _Toc99087589][bookmark: _Toc106097156][bookmark: _Toc137571737][bookmark: _Toc138878794][bookmark: _Toc138879017][bookmark: _Toc138879110][bookmark: _Toc138879203][bookmark: _Toc138879296]5.1	General
This section includes the agreed scenario and RRH parameters to be used in the investigated FR2 HST deployments. It captures the agreement and conclusions made during the work on FR2 HST deployment scenario and related aspects. Following figure 5.1-1 illustrates the definition of the different used D-values.
[image: A computer screen shot of a computer
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Figure 5.1-1 Illustration of the D-values used on RAN4 work.

General deployment parameters:
RAN4 will at least consider the following general deployment for open-space scenarios: 
-	Ds and Dmin: Take the 5 scenarios in table 5.1-1 as basic assumption; and
-	Scenario 1 and 4 shall be considered with high priority; and
-	Dmin for [5m, 20, 30 and 50 meters] if found to be necessary; and
-	DRRH_height: 15m as basic assumption, [10,20m] if found to be necessary; and
-	DUE_height: 5m.

	Scenario
	Ds (meter)
	Dmin (meter)

	1
	800
	10

	2
	700
	10

	3
	500
	10

	4
	700
	150

	5
	200
	30



Tunnel Deployment Scenario (study tunnel scenario after the prioritized scenarios):
The detailed deployment scenario for tunnel deployment for FR2 HST is still open in RAN4
-	RAN4 will further study tunnel deployment scenario for FR2 HSTRAN4 will at least consider the following assumptions for the deployment in the tunnel scenario:
· Ds and DUE_height are considered similar as in open-space deployment in Scenario 2 and 4, i.e., Ds=700m and DUE_height =5m; and
· Dmin and DRRH_height are constrained by the tunnel (e.g, dimension, shape, etc), and shall be smaller than values for open space scenario;
· Dmin: 1m; and
· DRRH_height: 5.3m for one-track tunnel and 7.4m for two-track tunnel as the baseline assumption. The one-track tunnel shall be considered with higher priority.


Sub-Carrier Spacing (SCS):
It is still open which SCS options to consider. The options are:
-	Option-1: SCS = 120kHz; and
-	Option-2: Consider both SCS = 120kHz and 60kHz.
Concerning the transmissions schemes following schemes were discussed in distinguished:
[bookmark: _Hlk84251363]-	JT: Joint Transmission scheme applied for all channel (SSB, TRS, PDCCH, PDSCH) – Full SFN; and
-	DPS: Dynamic Point Selection based on the Rel-15 beam management (BM) principles; and
-	Multi-DCI based Multi-TRP transmission based on the Rel-15 eMIMO principles.
Among these the following down selection has been agreed:
-	For Rel-17 WIthis WI discussion, FR2 HST transmission schemes which are not compatible with Rel-15/16 NR are precluded; and
-	For this Rel-17 WI discussion, Joint transmission (JT) used for FR2 HST, only full SFN is considered; and
-	For this Rel-17 WI discussion, Multi-DCI based multi-TRP transmission is precluded.
RAN4 primarily consider HST FR2 deployment with
-	One train moving over one railway track in one direction. RAN4 focuses on 1 direction 1 train. If this opposite direction is completely symmetric, the 1 direction study can apply directly; and
-	RRHs are located on one side of the track.
Dedicated network for roof-mounted CPE: 
-	RAN4 to assume that in HST FR2 Scenario A, only high-speed CPEs installed on the roof of the train can be present in the network.
RAN4 did comparison between unidirectional and bi-directional RRH deployments for Scenario-A and concluded that from signal strength and beam coverage perspective the bi-directional deployment will not provide significant throughput improvement compared to unidirectional deployment. This conclusion is based on the deployment scenario analysis. RAN4 will only consider unidirectional deployments for Scenario-A. Bi-directional deployment can be considered if the feasibility issue of unidirectional deployment is identified.
RAN4 assume that FR2 HST with CPEs is operated as dedicated network. Hence, assumption in RAN4 is that in HST FR2 Scenario A and B, only high-speed CPEs installed on the roof of the train can be present in the network. There is no need to differentiate roof-mounted CPE from other FR2 UEs in HST FR2 scenario.
RAN4 will not consider curvature when defining the requirements.
RAN4 assumed that uni-directional and bi-directional RRH deployments can be considered for tunnel scenario, in which single-panel reception UE and DPS transition scheme shall have higher priority. RAN4 also agreed that multi-panel reception may also be considered in the HST FR2 tunnel scenario to alleviate potential mobility issues that may occur inside the tunnel.
[bookmark: _Toc98503590][bookmark: _Toc99087590][bookmark: _Toc106097157][bookmark: _Toc137571738][bookmark: _Toc138878795][bookmark: _Toc138879018][bookmark: _Toc138879111][bookmark: _Toc138879204][bookmark: _Toc138879297]5.2	SFN scenario and RRH parameters
RAN4 will investigate both unidirectional and bidirectional SFN deployment scenarios for FR2 HST.
The exact understanding and definition of SFN still needs further discussion based on the following interpretations:
-	SFN Interpretation-1: All RRHs under one BBU transmit the same signal.
-	Selected RRH(s) for TX, depending on DPS Tx mode is used or not.
-	SFN Interpretation-2: All RRHs under one BBU in the same cell ID, but for different TCI.
-	Other interpretation is not precluded.
For full SFN JT and unidirectional RRH deployment, only consider following scenario:
-	The setting with only one TCI state transmission.
The value of Ds_offset implicitly limit the RRH beam direction, so there is no need to introduce additional restriction on RRH beam’s possible range of angle on azimuthal plane.
[bookmark: _Toc98503591][bookmark: _Toc99087591][bookmark: _Toc106097158][bookmark: _Toc137571739][bookmark: _Toc138878796][bookmark: _Toc138879019][bookmark: _Toc138879112][bookmark: _Toc138879205][bookmark: _Toc138879298]5.2.1	Unidirectional SFN
For the unidirectional scenario RAN4 will consider SFN scenario. Hence, one panel per RRH pointed to the same direction for all RRHs (figure 5.2.1-1).
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Figure 5.2.1-1 SFN scenario with one panel per RRH pointing to the same direction for all RRHs
For the unidirectional scenario the following unidirectional deployment scenario in table 5.2-1 will be prioritized:
Table 5.2-1: Assumed deployment parameters for unidirectional scenario.
	Parameter
	Value

	Ds and Dmin
	Scenario 2: Ds = 700m and Dmin = 10m
Scenario 4: Ds = 700m and Dmin = 150m
Tunnel scenario: Ds=700m and Dmin = 1m

	RRH height
	Scenario 2 and 4: 15m
Tunnel Scenario: 5.3m Note 1

	Number of RRH sites per BBU
	4

	Number of RRH panels per RRH sites
	1 (i.e. unidirectional) Note 12

	Number of analog beams per RRH panel
	1 or 2 Note 23

	RRH panel orientation
	Option 1: RRH panel boresight pointed to the railway at the direction of Ds (projection of the neighboring RRH on the railway).
Option 2: other options not precluded

	Analog beam orientation
	Based on companies’ selection for better performance

	Note 1:     RRH height for single track railway tunnel. For two-track railway tunnel, RRH height is 7.4m
Note 12:	For JT for all channels, 1 beam per RRH panel is considered.
Note 23:	For DPS, 1 or 2 analog beams per RRH panel can be considered.



Number of Beam for unidirectional RRH deployment, Scenario 2:
-	For scenario 2, unidirectional, RRH parameter: 1 beam per RRH panel; and
-	For scenario 2, unidirectional, UE parameter:
a)	1 beam per panel; and
b)	2 panels assumed to be implemented in the UE side; and
c)	Only the one active panel per UE can be used for Tx and Rx; and FFS whether another panel can be used for beam search
RRH switching point for unidirectional RRH deployment, Scenario 2, figure 5.2.1-2:
-	RRH switching point is where the UE switches from the source RRH beam to the target RRH beam based on maximizing SNR among detected beams.
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Figure 5.2.1-2: RRH switching point for unidirectional RRH deployment.
Number of Beam for unidirectional RRH deployment, Scenario 4:
-	For scenario 4, unidirectional, RRH parameter:
a)	1 beam per RRH panel; or
b)	2 beams per RRH panel; or
c)	3 beams per RRH panel; or
d)	4 beams per RRH panel.
Note that uneven separation between beams can be considered. 
RAN4 agreed that at least 2 beams per RRH panel is considered. Other options are not precluded, and it is FFS whether there are benefits of implementing more beams per RRH panel.
-	For scenario 4, unidirectional, UE parameter:
a)	1 beam per UE panel; or
b)	2 beams per UE panel; or
c) 	7 beams per UE panel.
RAN4 assumes 2 panels to be implemented in the UE side. Only the one active panel per UE can be used for Tx and Rx; and FFS whether another panel can be used for beam search.
RAN4 decided that at least option a) of having 1 beam per panel is considered. Other options are not precluded, and it is FFS whether there are benefits of implementing more beams per UE panel.
Number of Beam for unidirectional RRH deployment in Tunnel scenario shall follow similar setting as in Scenario 2:
-	For Tunnel scenario, unidirectional, RRH parameter: 1 beam per RRH panel; and
-	For Tunnel scenario, unidirectional, UE parameter:
a)	1 beam per panel; and
b)	2 panels assumed to be implemented in the UE side; and
c)	Only the one active panel per UE can be used for Tx and Rx; and FFS whether another panel can be used for beam search
· RRH switching point for unidirectional RRH deployment, Tunnel scenario, Figure 5.2.1-2 with Ds_offset could be shorter than that in Scenario 2.

[bookmark: _Toc98503592][bookmark: _Toc99087592][bookmark: _Toc106097159][bookmark: _Toc137571740][bookmark: _Toc138878797][bookmark: _Toc138879020][bookmark: _Toc138879113][bookmark: _Toc138879206][bookmark: _Toc138879299]5.2.2	Bidirectional SFN
For the bidirectional scenario RAN4 will consider SFN scenario where there is one panel per RRH with signals to opposite directions along the track (figure 5.2.2-1). 
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Figure 5.2.2-1 SFN scenario with one panel per RRH
Additionally, also SFN scenario where there are two panels per RRH (figure 5.2.2-2).
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Figure 5.2.2-2 SFN scenario with two panels per RRH
For the bi-directional scenario the following bi-directional deployment scenario in table 5.2-2 will be studied:
Table 5.2-2: Assumed deployment parameters for bi-directional scenario.
	Parameter
	Value

	Ds and Dmin
	Scenario 2: Ds = 700m and Dmin = 10m
Scenario 4: Ds = 700m and Dmin = 150m
Tunnel scenario: Ds=700m and Dmin=1m

	RRH height
	Scenario 2 and 4: 15m
Tunnel Scenario: 5.3m15m

	Number of RRH sites per BBU
	4

	Number of RRH panels per RRH sites
	2 (i.e. bi-directional)

	Number of analog beams per RRH panel
	1, 2 or 4

	RRH panel orientation
	Option 1: RRH panel boresight pointed to the railway in the middle point between 2 RRHs.
Option 2: RRH panel boresight pointed to the railway at the distance of Ds (projection of the neighboring RRH on the railway). Other options not precluded.

	Analog beam orientation
	Based on companies’ selection for better performance



Candidate schemes for bi-directional deployment for further analysis, scenario 2:
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Figure 5.2.2-3: Connecting to 2nd-Nearest RRH
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Figure 5.2.2-4: Scheme-2: Connecting to Nearest RRH except Coverage Hole
For Scenario 2 bi-directional RRH deployment:
-	[Scheme 1 under bi-directional scenario is feasible without coverage hole issue, and no propagation delay jump between switching points];
-	Scheme-2 can be used as starting points for further analysis.
Number of beams for bi-directional RRH deployment, Scenario 2:
-	For scenario 2, bi-directional, RRH parameter: 1 beam per RRH panel, two panels in opposite directions; and
-	For scenario 2, bi-directional, UE parameter: 1 beam per UE panel (i.e., 2 beams per UE).
Candidate schemes for bi-directional deployment for further analysis, for scenario 4:
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Figure 5.2.2-5: Connecting to 2nd-Nearest RRH 
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Figure 5.2.2-67: Scheme-2: Connecting to Nearest RRH except Coverage Hole
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Figure 5.2.2-7: Scheme-3: Connecting to Nearest RRH except the area under the RRH
For Scenario 4 bi-directional RRH deployment: the schemes above can be used as starting points for further analysis.
Number of beams for bi-directional RRH deployment, Scenario 4:
-	For scenario B, bi-directional, RRH parameter:
a)	1 beam per RRH panel; or
b)	2 beams per RRH panel; or
c)	3 beams per RRH panel; or
d)	4 beams per RRH panel.
Note that uneven separation between beams can be considered. 
RAN4 agreed that at least 2 beams per RRH panel is considered. Other options are not precluded, and it is FFS whether there are benefits of implementing more beams per RRH panel.
-	For scenario 4, bi-directional, UE parameter:
a)	1 beam per UE panel; or
b)	2 beams per UE panel; or
c) 	7 beams per UE panel.
RAN4 assumes 2 panels to be implemented in the UE side. Only the one active panel per UE can be used for Tx and Rx; and FFS whether another panel can be used for beam search.
RAN4 decided that at least option a) of having 1 beam per panel is considered. Other options are not precluded, and it is FFS whether there are benefits of implementing more beams per UE panel.
Number of beams for bi-directional RRH deployment in Tunnel scenario shall be similar to Scenario 2 setting:
-	For Tunnel scenario, bi-directional, RRH parameter: 1 beam per RRH panel, two panels in opposite directions; and
-	For Tunnel scenario, bi-directional, UE parameter: 1 beam per UE panel (i.e., 2 beams per UE).

For bi-directional RRH deployment, DPS transmission scheme shall be considered.

<End Of Change #1>

<Change #2>
[bookmark: _Toc55838119][bookmark: _Toc98503605][bookmark: _Toc99087605][bookmark: _Toc106097172][bookmark: _Toc137571753][bookmark: _Toc138878810][bookmark: _Toc138879033][bookmark: _Toc138879126][bookmark: _Toc138879219][bookmark: _Toc138879312]6.2	Channel model for FR2 HST
This section collects the channel model information used for FR2 HST feasibility evaluation and provides the analysis on channel modelling for performance requirements.
[bookmark: _Toc98503606][bookmark: _Toc99087606][bookmark: _Toc106097173][bookmark: _Toc137571754][bookmark: _Toc138878811][bookmark: _Toc138879034][bookmark: _Toc138879127][bookmark: _Toc138879220][bookmark: _Toc138879313]6.2.1	Pathloss model used for link budget evaluation
Pathloss model for open-space deployments:
To have the link budget analysis for the proposed FR2 HST deployment scenarios, the accurate large-scale pathloss model is one of the prerequisites. The following large scale pathloss models are proposed to be considered as candidate options:
-	Option-1: TR38.901 RMa LoS (baseline option); or
-	Option-2: free space model; or
-	Option-3: TR38.901 UMa LoS.
TS38.901 RMa LoS pathloss model will be used for link budget evaluation at least for scenario 2 in table 5.1-1.
RAN4 to choose TS38.901 RMa LoS pathloss model also for the evaluation of Scenario 4 in table 5.1-1.
For the purpose of demonstrating and validating which large scale channel modeling is suitable for FR2 HST, the analysis has been provided based on the practical field measurement. Specifically, based upon the conditions provided in the Table 6.2.1-1, the practical field testing on a trait along a typical railway has been conducted to obtain measurement data at the frequency of 28GHz, as illustrated in the Figure 6.2.1-1.
Table 6.2.1-1 Parameters for practical field measurement for typical high speed train scenario 
	Parameter name
	Configuration value

	Minimum TX-RX distance
	60 m

	Maximum TX-RX distance
	550 m

	Distance granularity
	1 m

	Center frequency
	28 GHz

	TX antenna height
	5 m

	RX antenna height
	3 m

	Parameter hE in 3GPP
	1 m
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Figure 6.2.1-1 Illustration of practical field measurement conducted for typical high speed train scenario

By having the analysis based on the measurement data obtained from the measurement campaign as above described, the comparison among measurement results and pathloss models (i.e., the three options of RMa LOS, UMa LOS and free space model) is demonstrated in Figure 6.2.1-2 and accompanying Table 6.2.1-2 in which the numerical results are contained.
[image: ]
Figure 6.2.1-2 Comparison of measurement data and pathloss models for FR2 HST
By leveraging the numerical results in terms of the root mean square error (RMSE), mean error and standard deviation (Std), it has been demonstrated that for the evaluated range there is no significant difference from three different pathloss LoS models, and the field measurement also validate that LoS model can reflect the practical FR2 HST channel condition compared with NLoS models. By further investigating three LoS models’ similarity from measurement data, it has been demonstrated that RMa LoS model can achieve the lowest value of RMSE and best mean error with reasonable standard deviation. 
Table 6.2.1-2 Numerical comparison of measurement data and pathloss models for FR2 HST
	
	RMSE
	Mean Error
	Std

	Free space model
	4.5212
	-0.74819
	4.4634

	RMa LoS model
	4.4716
	0.13552
	4.4741

	UMa LoS model
	4.4974
	-0.3428
	4.4889

	RMa NLoS model
	35.1499
	34.4667
	6.9036

	UMa NLoS model
	26.5
	25.692
	6.5006



Based upon the above analysis on the measurement data from the typical railway environment for 28GHz, it has been demonstrated that TS38.901 RMa LoS model is an accurate large-scale pathloss model and it is agreed that TS38.901 RMa LoS pathloss model is adopted to be used for link budget evaluation at least for Scenario-A.   
Editor Note: FFS pathloss model for tunnel deployment scenario and Scenario-B.
Pathloss and channel model for tunnel deployments
If DRRH_height > DUE_height and assuming that there are no obstacles between the RRH and CPE, then LoS paths should always exist for the propagation inside the tunnel. Note that, different to open-space scenarios, contribution of the scattering and reflection paths in the received signal power are expected to be more significant in the tunnel propagation due to the impact of waveguiding effects. Nevertheless, since the beamforming is used in HST FR2 deployment, and in addition to the fact that the LoS path has shortest travel distance compared to scattering and reflection, the strong LoS path assumption should remain valid in the HST FR2 tunnel deployment scenario, and thus the LoS pathloss model can be used for the link budget analysis.
TS38.901 RMa LoS model, which is considered in open-space link budget analysis, can be reused in tunnel scenario. On the other hand, it is also worth noting that RMa LoS model does not capture the effects of rich reflection and scattering that likely exist in the tunnel propagation. From this viewpoint, other pathloss model such as TS38.901 UMa LoS and UMi street cayon LoS channel model might be more relevant for link budget study in the tunnel scenario as those models somewhat included the impact of reflection and scattering propagation in the pathloss.
As mentioned above, the LoS condition can be considered for most of the areas between the serving RRH and neighboring ones. However, there may be exception in the area under the serving RRH where the serving beam cannot provide coverage directly. Different to the open space scenarios, channel condition w.r.t. the serving RRH in its shadow area is likely NLoS in tunnel due to the rich of the diffuse reflection paths. Nevertheless, from the mobility performance perspective, the impact of such NLoS condition on the HST FR2 deployments may be minor. More specifically, the signal level of the NLoS paths may be rather low as the result of high-order reflections. In addition, the shadow area under the RRH is small in tunnel scenario, which is few meters from the RRH since DRRH_height is close to DUE_height. For example, given the deployment parameters for single-track railway, the NLoS region could be within the radius of 5 meters from the BS, for which the train takes 50 ms to travel. This means that network may not be able to react timely to the measurement report, if available, for this NLoS area. Therefore, the impact of NLoS propagation under the RRH on the mobility performance, if exists, can be negligible.
Ray-tracing simulation results conducted in RAN4 studies [R4-2219289] and [R4-2302152] demonstrated that pathloss model in tunnel might have similar characteristics compared to urban open space scenarios; and pathloss at locations under the Tx is lower than that in open-space scenario; and multi-path components (MPCs) extensively exist but delay spread is small making MPCs indistinguishable from each other. These observations confirm the analysis that LoS propagation model can be used in the tunnel.


<End Of Change #2>



<Change #3>
[bookmark: _Toc98503608][bookmark: _Toc99087608][bookmark: _Toc106097175][bookmark: _Toc137571756][bookmark: _Toc138878813][bookmark: _Toc138879036][bookmark: _Toc138879129][bookmark: _Toc138879222][bookmark: _Toc138879315]6.3	FR2 Feasibility Evaluation
<Unchanged Text Skipped>
[bookmark: _Toc98503632][bookmark: _Toc99087632][bookmark: _Toc106097199][bookmark: _Toc137571781][bookmark: _Toc138878838][bookmark: _Toc138879061][bookmark: _Toc138879154][bookmark: _Toc138879247][bookmark: _Toc138879340]6.3.4	Mobility Performance
<Unchanged Text Skipped>
[bookmark: _Toc98503633][bookmark: _Toc99087633][bookmark: _Toc106097200][bookmark: _Toc137571782][bookmark: _Toc138878839][bookmark: _Toc138879062][bookmark: _Toc138879155][bookmark: _Toc138879248][bookmark: _Toc138879341]6.3.4.1	System-level evaluation of mobility performance by Nokia
<Unchanged Text Skipped>
[bookmark: _Toc98503641][bookmark: _Toc99087641][bookmark: _Toc106097210][bookmark: _Toc137571792][bookmark: _Toc138878849][bookmark: _Toc138879072][bookmark: _Toc138879165][bookmark: _Toc138879258][bookmark: _Toc138879351]6.3.4.1.2	Enhanced RRM requirement mobility performance
<Unchanged Text Skipped>
6.3.4.1.2.9 Uni-directional Tunnel scenario without DPS
This section shows system level simulation mobility performance results for uni-directional tunnel scenario without DPS. Figure 6.3.4.1.2.9-1 shows successful handover rate per CPE per second and ping-pong rate as percentage of ping-pong handovers per all handovers. Similar to open space scenarios, it is observed in general that handover and ping-pong rates are the highest without DRX and gradually decrease when DRX cycle is increased. Compared to the Scenario A, the successful handover rate is significantly lower for all DRX cycles when the train travels to opposite direction than the RRH beams are pointing to. This suggests that there may not be enough time to perform the handover in the tunnel scenario when the train is moving towards the serving beam.
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[bookmark: _Hlk141947988]Figure 6.3.4.1.2.9-1 Handover and ping-pong handover rates
Figure 6.3.4.1.2.9-2 shows average time-of-stay in cell (RRH). It is observed that without DRX the time-of-stay in RRH is significantly lower than the time that the train with 350 km/h speed takes to travel the distance of one Ds of 700 meters (about 7.2 seconds). Compared to Scenario A when the train is traveling to the same direction as the RRH beam are pointing to, time-of-stay with low DRX (up to 40ms) is lower. This result is due to handover and ping-pongs rate observed in Figure 6.3.4.1.2.1-1 which is seen high with low DRX cycles in the tunnel scenario. With DRX cycles 80-160 ms the time-of-stay increases to about 7 seconds.
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 Figure 6.3.4.1.2.9-2 Time-of-stay in cell
Figure 6.3.4.1.2.9-3 shows time-of-outage percentage per call (existence of CPE in the simulation) and average time-of-outage duration due to low SINR (below -8 dB) conditions. It is observed from the results that significant outage is observed only in case the train travels to opposite direction than RRH beams are pointing to, even without DRX enabled.
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Figure 6.3.4.1.2.9-3 Time-of-outage per call and time-of-outage duration due to low SINR
Figure 6.3.4.1.2.9-4 shows inter-cell mobility failure rate (RLF + HOF percentage of all handover and failure events). It is seen that the failure rates are extremely high when the train travels to opposite direction than RRH beams are pointing to, i.e., the mobility failure rate is over 50% in this scenario even without DRX. No failures are observed when train is traveling to the same directíon as the RRH beams orientation.
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Figure 6.3.4.1.2.9-4 Mobility failure rate
Figure 6.3.4.1.2.9-5 shows distribution of raw SINR values taken from the CQI measurements. It is observed that SINR level is high and clearly sufficient to support high mobility performance for the case where the train is traveling into same direction as RRH beams are pointing to. However, when the train travels opposite to the RRH beam pointing direction, there are areas that SINR may drop low and insufficient to support the mobility especially when the DRX increases, whereas at some areas the SINR becomes extremely good. 
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Figure 6.3.4.1.2.9-5 SINR distributions

6.3.4.1.2.10 Uni-directional Tunnel scenario with DPS
This section shows system level simulation mobility performance results for uni-directional tunnel scenario with DPS. Figure 6.3.4.1.2.10-1 shows successful beam switch rate per CPE per second and ping-pong rate as percentage of ping-pong beam switches per all beam switches. Similar to Scenario-A, since there is just one Tx beam per RRH this means ping-pongs between RRHs. In DPS case the same trend is observed in beam switches as with handovers in non-DPS case, i.e., without DRX the rates are the highest and gradually rates decrease when longer DRX cycles are used. The differences between the rates in train travel direction are rather low. 
    [image: A graph of different colored bars
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Figure 6.3.4.1.2.10-1 Beam switch and beam ping-pong rates
Figure 6.3.4.1.2.10-2 shows time-of-outage percentage per call (existence of CPE in the simulation) and average time-of-outage duration due to low SINR (below -8 dB) conditions. Similar trend is also observed here as without DPS that the time-of-outage rates are very low when train is traveling to the same direction as RRH beams are pointing to, whereas the outage is seen significant even without DRX enabled when train is traveling opposite to the pointing direction of the RRH beams. 
[image: A graph of different colored bars

Description automatically generated with medium confidence][image: A graph of different colored squares

Description automatically generated with medium confidence]
Figure 6.3.4.1.2.10-2 Time-of-outage per call and time-of-outage duration due to low SINR
Figure 6.3.4.1.2.10-3 shows beam failure indication rate (BFI) as percentage of BFIs per beam switches. Similar trend is observed without DPS that no failures happen among the studied DRX cycles when train is traveling to same direction as RRH beams are pointing to. On the other hand, significantly high failures are observed with train traveling to opposite direction.
[bookmark: _Ref118476765]    [image: A graph of a graph showing a number of red and blue bars
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Figure 6.3.4.1.2.10-3 Beam failure indication rate
Figure 6.3.4.1.2.10-4 shows distribution of raw SINR values taken from the CQI measurements and it is observed that SINR level is high and clearly sufficient to support high mobility performance in cases when the train is traveling to same direction, but not in opposite traveling direction case. In general, compared to non-DPS case, the probability of low SINR samples below 0 dB are lower when DPS is used compared to non-DPS case. While comparing to open space scenarions, higher SINR values can be achieved in the tunnel case.
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Figure 6.3.4.1.2.10-4 SINR distributions.

6.3.4.1.2.11 Transition at the tunnel entrance/exit without DPS
The coverage of the open-space RRHs at the tunnel entrance/exit is likely limited since the RRH beams can be blocked by the tunnel’s outer wall. This is expected to have impacts to mobility performance in uni-directional deployment when the train is approaching/leaving the tunnel from/to the open space. This section demonstrates mobility performance such transition scenario. The aim is to provides insights on the impact of potential coverage issue at the tunnel entrance/exit to the mobility performance.




Figure 6.3.4.1.2.11-1 Coverage issue at the tunnel entrance in uni-directional deployment

The assumptions and setting for the simulation are as follows. Uni-directional deployment is considered for the RRH deployed outside the tunnel (RRH1 in Figure 6.3.4.1.2.11-2). Assume that the beam’s main lobe from RRH1 is pointing to the entrance/exit of the tunnel. Depending on the tunnel’s dimension, the LoS paths can be seen up to d [m] inside the tunnel, meaning that NLoS-only condition will exist after distance d. To enable the NLoS condition, the probability of LoS [TR38.901] in the channel model is set as

Distance d is given as d=300m for Scenario A and d=22.6m for Scenario B following the below assumption and estimation. Assume that a tunnel with dimensions:
· width (w) = 6m, and height (DTunnel,height ) = 5.5m
· Open space RRH:  DRRH,height = 15m; CPE : DUE,height = 5m 
It can be estimated that the coverage of RRH1’s beam behind the tunnel entrance/exit in vertical and horizonal direction are 300 m and 22.1 m for Scenario A, and 14.3m and 22.6m for Scenario B, respectively (Figure 6.3.4.1.2.11-1 for the calculation). 
Scenario A: 
Scenario B: 





Scenario A: 
Scenario B: 

Figure 6.3.4.1.2.11-2 Calculation of LoS coverage of RRH1’s beam inside the tunnel.
Then, d=300m for Scenario A and d=22.6m for Scenario B which are probably the best possible case for the LoS channel condition at the tunnel entrance/exit.
Only non-DPS scheme (HO-based) is considered as the assumption is that open-space RRHs belong to different cell than those in the tunnel. However, the results for DPS scheme are expected similar. Other RRM parameters for the simulation follow the enhanced settings in Table 6.3.4.1.2-1.
The mobility robustness performances, which are measured by the time-of-outage and mobility failure rate, are presented.

6.3.4.1.2.11.1 Transition from open-space Scenario-A to the Tunnel
This section shows the mobility performance when the train is moving into the tunnel from Scenario A (i.e., corresponding to when the train is traveling to the same direction as RRH beam is pointing to, see Figure 6.3.4.1.2.11-1-(a)), and leaving the tunnel to the open space (i.e., corresponding to when the train is traveling to the opposite direction than RRH beams are pointing to, see Figure 6.3.4.1.2.11-1(b)). 
Figure 6.3.4.1.2.11.1-1 shows time-of-outage percentage per call (existence of CPE in the simulation). Compared to Scenario A, time-of-outage in this transition case is seen to clearly increase for both traveling directions of the train. The increase is observed more significant when the train is traveling to the opposite direction of the RRH beams orientation and with longer DRX cycles due to the limited LoS coverage.
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[bookmark: _Hlk141964700]Figure 6.3.4.1.2.11.1-1 Time-of-outage percentage when UE transits from Scenario A and tunnel
Figure 6.3.4.1.2.11.1-2 shows inter-cell mobility failure rate (RLF + HOF percentage of all handover and failure events). It is observed that the limited coverage issue does not have any impact when the train is moving same with the beam pointing direction. However, failure rate is significantly increased when the train is moving opposite to beam direction (i.e., leaving the tunnel) and becomes unacceptable when high DRX cycles are considered.
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Figure 6.3.4.1.2.11.1-2 Inter-cell mobility failure rate when UE transits between Scenario A and tunnel

6.3.4.1.2.12.1 Transition from open-space Scenario-B to the Tunnel
This section shows the mobility performance when the train is entering/leaving the tunnel from/to Scenario B. Figure 6.3.4.1.2.11.2-1 shows time-of-outage percentage per call (existence of CPE in the simulation). Compared to Scenario B, time-of-outage is increased for both traveling directions of the train when taking into account the NLoS condition at the transition area. Longer DRX cycles result in higher time-of-outage rate. The increase is seen more significant when the train is traveling to the opposite direction than RRH beams are pointing to due to the limited LoS coverage.
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Figure 6.3.4.1.2.11.2-1 Time-of-outage percentage when UE transits between Scenario B and tunnel
Figure 6.3.4.1.2.11.2-2 shows inter-cell mobility failure rate (RLF + HOF percentage of all handover and failure events). When the train is moving same with the beam pointing direction, it is observed that the limited coverage issue starts making the impact to the mobility at DRX 80ms. When the train is moving opposite with the beam pointing direction, the failure rate is significantly increased especially with DRX enabled.
[image: A graph of different colored bars
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Figure 6.3.4.1.2.11.2-2 Inter-cell mobility failure rate when UE transits between Scenario B and tunnel
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<End Of Change #3>



< Start of Change #4>

6.3.4.1.3	Conclusions on mobility performance
Mobility performance in open-space scenarios:
In the previous sections (6.3.4.1.1.1, 6.3.4.1.1.2, 6.3.4.1.2.1, 6.3.4.1.2.2), it was demonstrated that HST FR2 Scenario-A deployment (Figure 6.3.4.1.3-1) where the train is travelling in the direction opposite to serving beam orientation may experience mobility challenges when DRX cycle of 40 ms is used with legacy requirements. This happens due to the very fast degradation of serving RRH signal (Figure 6.3.4.1.3-2). However, there is a significant improvement in Scenario-A from enhanced requirements compared to legacy requirements. With enhanced requirements, mobility robustness is sufficient when DRX cycle of 40 ms is used, but problems can be observed when DRX cycle is increased to 80 ms when the train is travelling in the direction opposite to serving beam orientation.


[bookmark: _Ref91582437]Figure 6.3.4.1.3-1: A scheme of HST FR2 opposite uni-directional Scenario-A.

[image: ]
Figure 6.3.4.1.3-2: Propagation map of the serving RRH, antenna model without back lobe.

The RSRP traces of the serving (RRH1) and target (RRH2) RRHs are shown in Figure 6.3.4.1.3-3 with at different zoom levels. One can observe that the signal level from target RRH get high enough already much earlier than handover happens. However, the source RRH signal drops drastically near the RRH location. In this traced case, the handover happens early enough to transmit control messages even with realistic PDCCH model. It is also obvious that even slight delays in handover initiation will cause source RRH to drop to unreachable levels (e.g., RSRP below -120 dBm).
[image: Chart, line chart
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Figure 6.3.4.1.3-3: RSRP traces of serving and target RRHs at two different scales. Vertical lines show A3 trigger coordinate, HO complete, and source RRH location.

Based on the simulation results and analysis presented above we can conclude that DRX cycle of 80ms shall be used with precautions in uni-directional Scenario-A.
In sections (6.3.4.1.1.3, 6.3.4.1.1.4, 6.3.4.1.1.5, 6.3.4.1.1.6, 6.3.4.1.2.3, 6.3.4.1.2.4, 6.3.4.1.2.5, 6.3.4.1.2.6) it was demonstrated that Scenario-B mobility performance with enhanced RRM requirements in both uni-directional and bi-directional scenarios is sufficient with DRX cycles up to 80 ms. Compared to legacy RRM requirements the mobility robustness measured by mobility failure and time-of-outage rates is significantly improved with enhanced RRM requirements also in Scenario-B.
In sections 6.3.4.1.1.7, 6.3.4.1.1.8, 6.3.4.1.2.7, 6.3.4.1.2.8, it was shown that Scenario-A with bi-directional deployment needs similar precautions for DRX cycle of 80 ms as uni-directional scenario. Also, bi-directional scenario mobility robustness is significantly improved by the enhanced RRM requirements compared to legacy RRM requirements. Multi-panel UE measurement assumption was also shown to have significant impact to mobility robustness particularly in non-DPS scenario. Having UE capability to measure both directions at the same time can benefit mobility robustness.
Mobility performance in tunnel scenarios:
As demonstrated in previous sections (6.3.4.1.2.9, 6.3.4.1.2.10), the train travelling in the direction opposite to serving beam orientation likely experiences mobility challenges. The issue is more more severe than Scenario A as it may occur even when enhanced requirements are used and without DRX enabled. The root cause of such mobility issues is similar to what has been observed in Scenario A, i.e., the sudden drop of the source RSRP level near the source RRH which is due to the close distance between the RRH locations and the track (Dmin). As tunnel deployment has even shorter Dmin and lower DRRH,height, the source signal level drops more extreme causing high probability of mobility failure even when DRX is not enabled. 


Figure 6.3.4.1.3-4: A scheme of HST FR2 opposite uni-directional Tunnel scenario.
Figure 6.3.4.1.3-5 shows propagation map around the source RRH location (the physical features of the tunnel like reflections are not considered).  Only the source RRH is considered in the pathgain + antenna gain + beam gain of the map. It is observed that there is very strong signal level along the track until the RRH location, and with the backlobe suppressed signal level drops to unusable level right after the RRH if train is moving towards east and RRH antenna is pointed towards west. 

[image: Chart
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Figure 6.3.4.1.3-5: Propagation map of the serving RRH, antenna model without back lobe.
Figure 6.3.4.1.3-6 shows the RSRP traces of the source (RRH1) and target (RRH2) RRHs. It is observed that signal level from the serving beam increases when the train is approaching the source RRH, and suddenly drops drastically when the train is about 5m from the Source RRH location. One can also see that the first A3 event is triggered when the train is right under the source RRH where there is no longer coverage from serving beam. Later, several attempts for triggering A3 events are carried out in order to make HO, but there is no successful HO achieved. This can be understandable as the signal level source RRH has dropped to unreachable level causing the loss of HO command. After staying outage for a significantly long period, the cell selection procedure is initiated to make the UE connecting to the new cell.
[image: ] 
Figure 6.3.4.1.3-6: RSRP traces of source and target. Vertical lines show A3 trigger coordinate, new cell selection, and source RRH location.
The system simulation results in Sections (6.3.4.1.2.9 and 6.3.4.1.2.10) pointed out the mobility issue for HST FR2 happened inside the tunnel. RAN4 studies concluded that multi-panel reception, in which the UE can receives the DL signals simultaneously from two opposite directions, is a candidate solution for the considered issue, i.e., if one link is failed, the UE still has connections to the network via the other link.
In Section 6.3.4.1.2.11, the mobility robustness was studied for the mobility at the tunnel entrance/exit. In such areas, the coverage of the RRHs outside the tunnel may be limited inside the tunnel due to the blockage of the tunnel outer surfaces. It was demonstrated that time-of-outage and inter-cell mobility failure rate both increase suggesting the potential mobility problem that may occur at the tunnel entrance/exit. Nevertheless, such issue can be resolved by deployment-based solutions, i.e., placing the open-space RRHs which is nearest to the tunnel entrance/exit closer to the railway track, e.g., the RRH2’s location shown in Figure 6.3.4.1.3-7.


Figure 6.3.4.1.3-7: Example of a special deployment for the open-space RRH next to the tunnel entrance.
[bookmark: _Hlk141790289]
<End Of Change #4>
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