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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
eXtended Reality (XR) is considered to be one of the most important media applications enabled by 5G-Advanced. In Rel-18, a work item “XR Enhancements for NR” has been started in RAN1, RAN2 and RAN3. Several XR-specific enhancements on power saving, capacity and XR awareness have been made to improve overall performance. During the RAN workshop in June 2023, RAN has made the following observation and conclusion. 
	(Copied from RWS-230488[1])
· Strong desire to further evolve eXtended Reality (XR) in Rel-19
· The enhancements should be based on the outcome in Rel-18
· There is also strong desire to further consider cases such as multi-modal (if so, to study first)


The main areas of interest are divided into two categories. One is the XR evolution with better visual quality (e.g. higher resolution and higher FPS), and the other is to consider new cases such as multi-modal XR, which can bring various sensations (e.g. haptic interaction) to improve the user immersive experience.
[image: ]
Figure 1. Trends of XR evolution
In this contribution, we provide our updated views on XR enhancements in Rel-19 based on the conclusion from RAN workshop.
2 Enhancements for multi-modal XR
Introduction of multi-modal XR
Multi-modal XR is an advancement of XR that integrates multiple modes of perception to create a truly immersive and interactive experience. In the context of TR 22.847 [2], multi-modal XR is supposed to incorporate various sensory inputs, including touch, smell, and taste, into the XR experience. By doing so, multi-modal XR not only enhances immersion but also provides a more comprehensive representation of our physical reality. Users can interact with digital contents by using their hands, and feel the texture of virtual objects. The typical application of multi-modal XR includes immersive VR games, haptic-type operation/control, and virtual social interaction, etc. This technology may be a potential way to revolutionize industries and transform the way we interact with digital contents, paving the way for a future of enhanced connectivity and engagement. 
[bookmark: _Ref144733782]Traffic model for XR with multi-modality
Multi-modal XR provides different kinds of devices/sensors to improve the user immersive experience. Except the conventional video modal, haptic modal is one of the most representative sensations to enable user interaction with a virtual world. Currently, there are plenty of commercialized devices deploying haptic sensors. For example, users can feel the vibration via gamepad when touching an obstacle in VR game, and can also control the cursor to achieve select/open action via smart watch or finger ring. In the future, more types of haptic devices will emerge, such as tactile gloves and tactile suits. It motivates us to consider the multi-modal XR traffic including both video data and haptic data. Next two subsections will elaborate the traffic characteristic for video and haptic data respectively. 
[image: ]
[bookmark: _Ref144733455]Figure 2. Traffic model for XR with multi-modality
· Video modal: Generally, video frame arrives periodically every 1/F seconds, where F is the frame rate in FPS of the video, e.g. F=60 FPS, 90FPS as shown in Figure 2. The typical bitrate of XR video given in TR 38.838 [3] are 30Mbps and 45Mbps. The corresponding average frame size is 500K bits and 750K bits, respectively which usually need several physical-layer TBs to deliver.    
· Haptic modal: Compared with video, haptic sensors usually have higher sampling frequency. The amount of haptic packets for one sensor that are generated via sampling from the analog signal may be 1K - 4K packets/second [2], as illustrated as black points in the bottom box of Figure 2. According to the compression principle in IEEE 1918.1 [4] that the difference of conveyed haptic value between two compressed packets is larger than a target threshold, only haptic packets denoted by red points in  are transmitted. After compression, the rate of haptic packets for one sensor is 100-500 packets/second and the arrival interval between two compressed haptic packets is not regular, which can be regarded to follow some random distribution, e.g., generalized Pareto distribution [6]. As indicated in [4], the size of a haptic packet is related to the degrees of freedom (DoF) that haptic sensor supports and the data size for one DoF is 2-8 Bytes. The maximum bitrate of one haptic sensor is 500 (packets/second)*6 (DoF)*8 (Byte)*8 (bits/Byte)200kbps with haptic compression. For each user, typically, there may be at most concurrently 60 haptic sensors [6], each of which compresses haptic packets independently. The grey rectangles in   represent the aggregated data from multiple haptic sensors. It should be noted that the data volume of each grey rectangle varies due to independent compression among haptic sensors. 
Proposal 1: Study the traffic model for XR with multi-modality in Rel-19, including video modal and haptic modal.
Challenges and potential enhancements
Considering the low-latency requirement of haptic data, pre-scheduling and configured grants may be more suitable for uplink transmission. As mentioned in section 2.2, data volume of haptic packets varies due to independent encoding among haptic sensors. UL resource may be wasted since the frequency/time resource allocation for both pre-scheduling and configured grant is determined before the actual packet arrival.
Observation 1: For a user, the data volume of haptic packets is irregular for each uplink transmission opportunity.
To provide XR user with timely interaction, it is essential to guarantee low latency during the delivery of XR video. In TR 38.838 [3], the baseline value for the air-interface delay of video frame is set as 10 ms for downlink and 30ms for uplink, while the frame-level reliability requirement is 99%. However, compared with the transmission requirement of video, haptic data has more stringent requirement on both latency and reliability. In TS 22.261 [5], the end-to-end latency for accurately completing haptic operations should be less than 25 ms and the communication delay for haptic modality can be reasonably less than 5 ms, via subtracting the delay of rendering and hardware processing. Besides, the reliability requirement for transmitting compressed haptic packets is also much higher and it should satisfy 99.999% requirement as mentioned in [5]. 
Observation 2: Video modal and haptic modal have quite distinct transmission requirements.
· Video modal: 99%@10ms
· Haptic modal: 99.999%@5ms
For the physical transmission of video, the initial BLER can be set as 10%, which can achieve a good trade-off between system throughput and reliability for XR service. But considering the stringent latency requirement for haptic packets, there may be no retransmission opportunities or only one HARQ retransmission for air interface. To guarantee the reliability requirement of 99.999%, the initial BLER for haptic delivery should be set as low as possible, i.e. lower than that for video. On the other hand, considering that haptic packets arrive much more frequently than video frame, it is unavoidable to transmit video and haptic data in a same slot. RAN should consider some enhancements for better resource efficiency when delivering video and haptic data together. 
Proposal 2: RAN to study and specify scheduling enhancements (including dynamic scheduling and configured grants) for multi-modal traffic, by considering distinct reliability requirements of different modal traffic (e.g. video and haptic), as well as traffic pattern of multiple modal traffic (e.g. irregular haptic packet size).
In addition to distinct modal-specific transmission requirements, there is a synchronization requirement between haptic packets and video frames, as raised by numerous companies in Rel-19 RAN workshop. In TS 22.261 [5], it is mentioned that the video frame should not arrive later than 15ms after the associated haptic packets. Such a synchronization requirement may not be satisfied if only guaranteeing the individual latency requirement of each modal. Here, we give an example to illustrate this problem as illustrated in Figure 3. Consider a haptic packet, and the associated video frame which arrives 7ms later. The transmission of haptic packet is finished in 1ms and the associated video frame takes 10ms to be successfully received. It can be seen that the synchronization requirement is not met even though both haptic and video packets were transmitted within their required PDB. 
[image: ]
[bookmark: _Ref144733437]Figure 3. An example to show the synchronization requirement
Observation 3：Satisfying individual latency requirement of each modal packet may still not meet synchronization requirement between two modalities.
Proposal 3: Study and specify enhancements to ensure synchronization requirement between different XR modal traffic in Rel-19.

3 General enhancements for XR
Coordination between network and application to ensure QoS
Higher data rate raises new challenge for transmission to guarantee latency requirements. As shown in Figure 4, for a given cell, the capacity of XR service is rapidly decreased from 8.6 to 3.2 users per cell when the service bitrate increases from 30Mbps to 45Mbps, where XR capacity is defined as the maximum number of users per cell with at least 90% of UEs meeting latency requirement. From the figure we can conclude that in order to guarantee latency requirements for services with higher data rate, more radio resources per user need to be ensured.
[image: ]
[bookmark: _Ref141860803]Figure 4. The capacity of XR service with different bitrate for the GOP-based I/P multi-stream model in Dense Urban, MU-MIMO scenario [3].
The radio condition of the mobile network is time-varying, which leads to inability to provide stable latency for higher data rate transmission, especially for a user at the cell edge. How to ensure network latency certainty under poor or fluctuating radio conditions is a key question we need to consider. The following mechanisms have already been specified to enable application adjustment in response to the change of radio conditions. However, all these mechanisms are for slow adjustment (e.g. at 100ms level) or they lack sufficient information for application to do proper rate adaptation.
· Rel-15 NR CODEC adjustment mechanism.
· Rel-16 alternative QoS mechanism
· Rel-18 L4S mechanism 
Figure 5 illustrates the RTT of application adjustment for Rel-18 L4S mechanism. We can see the RTT of application adjustment in response to congestion monitored at gNB is at 100ms level.
[image: ]
Figure 5. The system architecture for Rel-18 L4S
According to TR38.838 [3], the XR frame success rate of satisfied UEs must be no less than 99%. 100ms level application adjustment is too slow to ensure network latency certainty for the users in poor or fluctuating radio conditions. Frame-level E2E latency certainty is a more important indicator to guarantee quality of user experience for XR services, compared with vision resolution, frame rate and rendering effect. The frame interval is 16.67ms and 8.33ms for typical 60FPS and 120FPS video respectively, so XR service requires 10ms level application adjustment to guarantee frame-level network latency certainty. Therefore a new mechanism is needed to enable quick application adjustment of video resolution, frame rate, and rendering effect to guarantee network latency certainty and consequently ensure smooth viewing experience.
In SA#100, XRM and Metaverse enhancement has also been endorsed for Rel-19, and the draft scope has been further discussed and endorsed in S2-2310035, which includes the following objective:
	WT7 Network exposure Study whether and how XR related network capability/information (e.g. if the QoS profile requested by AF cannot be met, network can indicate the alternative QoS profile) can be exposed towards the application layer.

NOTE 6:  alignment and coordination with RAN work will be needed for the study.


RAN should coordinate with SA to ensure meeting the e2e QoS requirement (e.g. latency) with proper network-application coordination.
Proposal 4: RAN to coordinate with SA to study mechanisms to ensure the e2e QoS requirement (e.g. latency) with proper network-application coordination.
Enhancement on resource efficiency
For XR traffic and the future immersive Metaverse communication, it requires high reliability with limited delay budget. As mentioned in TR 22.856 [6], for DL control traffic in Metaverse based Tele-Operated Driving use cases, the traffic demands 99.999% reliability and 20ms latency. 
Currently, RLC UM is designed for low latency traffic without high reliability guarantee. For URLLC/IIoT traffic, RLC UM is commonly used together with mechanisms to improve reliability, e.g. PDCP duplication, which is not resource friendly. RLC AM is designed for traffic requiring high reliability but latency tolerable. When it comes to XR/Metaverse traffic, it usually requires certain reliability within strict PDB. 
For RLC UM, the reliability will mainly rely on HARQ retransmission, which is not sufficient in some cases, e.g. in case that an improper initial MCS is selected. Besides, for an FR2 carrier, channel fading or block may easily lead to severe decline in transmission reliability for a period of time. Increasing the HARQ retransmission times in the cases is not helpful for improving reliability. Furthermore, mechanisms like PDCP duplication is not preferable for XR/Metaverse because of the impacts on resource efficiency (the resources needed would be doubled by using PDCP duplication).
For the reasons mentioned above, we believe that RLC AM is useful for XR/Metaverse traffic to ensure high reliability. 
Observation 4: RLC AM is useful for XR/Metaverse traffic to ensure high reliability requirement.
RLC AM is typically used for services which requires no packet loss but without stringent latency requirement, such as Web browsing services. One issue when applying RLC AM for XR traffic is that the ARQ never gives up the retransmission until the transmission succeeds or RLF is triggered when it reaches the maximum RLC retransmissions, even though the packet transmission has exceeded the PDB. The timed out retransmissions are useless and incur unnecessary resource waste, and even worse may lead to RLF which further cause XR service interruption. 
To address the above issue, we think RLC AM enhancement to avoid the unnecessary out-of-PDB RLC retransmission can be supported in Rel-19.
Proposal 5: RAN to support RLC AM enhancement for better resource efficiency by avoiding unnecessary retransmissions.
4 Conclusion
In this contribution, we provide our views on Rel-19 XR with the following observations and proposals:
Observation 1: For a user, the data volume of haptic packets is irregular for each uplink transmission opportunity.
Observation 2: Video modal and haptic modal have quite distinct transmission requirements.
· Video modal: 99%@10ms
· Haptic modal: 99.999%@5ms
Observation 3：Satisfying individual latency requirement of each modal packet may still not meet synchronization requirement between two modalities.
Observation 4: RLC AM is useful for XR/Metaverse traffic to ensure high reliability requirement.

Proposal 1: Study the traffic model for XR with multi-modality in Rel-19, including video modal and haptic modal.
Proposal 2: RAN to study and specify scheduling enhancements (including dynamic scheduling and configured grants) for multi-modal traffic, by considering distinct reliability requirements of different modal traffic (e.g. video and haptic), as well as traffic pattern of multiple modal traffic (e.g. irregular haptic packet size).
Proposal 3: Study and specify enhancements to ensure synchronization requirement between different XR modal traffic in Rel-19.
Proposal 4: RAN to coordinate with SA to study mechanisms to ensure the e2e QoS requirement (e.g. latency) with proper network-application coordination.
Proposal 5: RAN to support RLC AM enhancement for better resource efficiency by avoiding unnecessary retransmissions.

The scope of Rel-19 XR WI includes:
	· a study phase plus a WI phase for Multi-modal XR:
· Study the traffic model for XR with multi-modality, including video modal and haptic modal [RAN1];
· study and specify scheduling enhancement (including dynamic scheduling and configured grants) for multi-modal traffic, by considering distinct reliability requirements of different modal traffic (e.g. video and haptic), as well as traffic pattern of multiple modal traffic (e.g. irregular haptic packet size) [RAN1/RAN2];
· Study and specify enhancements to ensure synchronization requirement between different XR modal traffic [RAN2/RAN3].
· [bookmark: _GoBack]Coordinate with SA to specify necessary network-application coordination mechanisms to ensure the e2e QoS requirement [RAN3].
· Enhancement for better resource efficiency to avoid unnecessary RLC retransmissions [RAN2].
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