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1 Introduction
UE-side data collection pertains to the collection, delivery or sharing of data for the purpose of making a large dataset available or accessible at the OTT server on the UE side. After several round of discussion in RAN2 and some discussion in RAN#100, how to enable UE-side data collection is still unsolved. In this contribution, we explain the necessity and requirements for UE-side data collection and discuss the potential issues that could arise. 
2 Discussion
2.1 Necessity of UE-side Data Collection
The need for UE-side data collection stems from two major considerations:
· Consideration 1) Rather than network entities, the UE-side model is trained by the UE-side. 
· Consideration 2) Due to limitations such as computation, power, memory, and available data for training, the UE-side model is trained by the UE-side Over the Top (OTT) server.
Given Consideration 1) for the UE-side model and considering factors like device capability, hardware efficiency, proprietary information disclosure, model performance, and specification efforts, the most practical way to implement AI/ML technology in a UE device is for the AI/ML model to be trained directly on the UE-side itself (via an OTT server) rather than depending on the network.
Striking an optimal balance between the complexity of AI/ML model development and deployment, and the performance gain AI/ML model can offer, it's desired for the AI/ML model on a UE device to be trained within its own development environment, customized to its unique hardware, firmware, and software characteristics. This specificity can make it challenging for a UE device to compile and run an AI/ML model developed by a different vendor, such as a network vendor. 
Moreover, if the network trains an AI/ML model on the UE side, this necessitates transferring the model from the network to the UE via the air interface — a process which demands substantial specification effort. One practical concern to highlight here when implementing AI/ML algorithm on UE device is the difference between generating an AI/ML model and performing a RRC reconfiguration. Unlike executing an RRC reconfiguration, which does not require recompiling or generating new executable codes, realizing an AI/ML model on a UE device either involves using an executable code generated on an offline server or recompiling an executable image on the UE device. Given that the AI/ML model for the air interface interacts with the modem module, and that it doesn't run on a common operating system, even a standard AI/ML model would result in different executables. It is important to note that only UE or chipset vendors have the ability to generate suitable executable images for their respective devices.
RAN1 has agreed upon the following detailed cases for model delivery/transfer to the UE for UE-side models and the UE part of two-sided models. The feasibility, benefits, and challenges of model transfer are currently being evaluated by RAN1, with final conclusions still pending.
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Given Consideration 2) for the UE-side model and considering the restrictions of UE devices, it is not practical to perform UE-side model training on the UE device due to the lack of a suitable training environment. The restrictions include but not limited to e.g., data availability, storage capacity, computational capacity, and compilation capabilities. First, the computational power and memory required for training an AI/ML model can be quite large, potentially exceeding the capabilities of a UE device. Second, training the model on a server allows for easier updates and modifications to the model without necessitating changes to the UE device. Lastly, it can offer a more secure and controlled environment for model training. 
Observation 1: UE-side data collection is required due to the following two facts:
· Rather than network entities, the UE-side model is trained by the UE-side. 
· Due to limitations such as computation, power, memory, and available data for training, the UE-side model is trained by the UE-side Over the Top (OTT) server.
Proposal 1: UE-side data collection should be supported for conducting model training on the UE side. 
2.2 Requirements of UE-side Data Collection 
In RAN2#121 meeting, following data collection methods were identified. 
	Methods
	Logged MDT
	Immediate MDT
	L3 Meas.
	L1 Meas. 
	UAI
	Early Meas. 
	LPP

	Terminated entity
	Between UE and TCE/OAM
	Between UE and TCE/OAM
	Between UE and gNB
	Between UE and gNB
	Between UE and gNB
	Between UE and gNB
	Between UE and LMF


Regarding all the data collection methods we've identified, data is sourced from individual UE and subsequently stored or terminated at the network entity (gNB, OAM, or LMF). Inherently, these methods are well-suited to facilitate model training on the network side. This naturally enables network-sided model operation, eliminating the need for model transfer, as both model training and inference occur within the network domain. However, the challenges of facilitating UE-side model operation and making a large dataset accessible for model training to UE side (e.g., OTT server) persist. For effective offline model training at UE-side, the data collection solution should be designed to make the dataset "reach" the UE-side OTT server.
Observation 2: The current data collection methods identified allow data sourcing from UEs and storage or termination at network entities. While these methods are well-adapted for model training on the network side, they do not sufficiently support model training on the UE side. 
It's generally acknowledged that model training requires a comprehensive, high-quality dataset to ensure the resultant AI/ML model is both accurate and efficient. A substantial dataset offers a wider scope of examples, enhancing the model's ability to generalize to novel, unseen data. The data collection function is usually tasked with acquiring data from a multitude of UEs over a significant duration. The data may be logged over a particular period and subsequently collated all at once, resulting in a larger dataset. Therefore, data collection for offline training tends to be characterized by less stringent latency requirements, larger data sizes, and extended validity periods.
Observation 3: Model training demands a dataset that is rich in both quantity and quality. 
It's understood that AI/ML algorithms and models are tailored to each specific implementation and do not require standardization. Accordingly, the data types used for offline training might not need to be standardized. Consider, for instance, a UE-side model: It can be trained on the UE side using a dataset collected by the UE itself, thereby obviating the need to standardize the data's format and content. Moreover, proprietary data produced by the UE can be collected and used for model training, which could potentially enhance the performance of AI/ML algorithms. On the other hand, the situation is different for network-sided models that rely on UE measurement reports for dataset collection and training. Despite the fact that some proprietary data generated by the network could be leveraged for model training, the data's format and content, when gathered from the UE to the network side, might still necessitate standardization.
Observation 4: The data content and format, used for model training on the UE side, can be vendor-dependant and aren't necessarily required to specified. 
According to RAN1 discussion, a model may be associated with specific configurations/conditions and additional conditions (e.g., scenarios, sites, and datasets) as determined between UE-side and NW-side. This suggests that different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics. Therefore, different datasets meant for different configurations, conditions, and scenarios should be differentiated. This is why RAN1 agreed to use assistance information for UE data collection to categorize data in forms of IDs to differentiate data characteristics due to specific configurations, scenarios, sites, etc. For UE side data collection, categorizing or assistance information related to RAN configurations, conditions, scenarios should be linked with datasets with different characteristics and known to the UE side. 
Observation 5: Different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics.
Proposal 2: For UE-side data collection, following requirements should be met:
· The collected dataset should be accessible on the UE-side OTT server. 
· The collected dataset should be both abundant and of high quality. 
· The collected dataset may include vendor-specific and proprietary data. 
· Assistance information, pertinent to RAN configuration, conditions, and scenarios, is attached to the respective dataset and is recognizable to the UE side.


3 Conclusion and proposal
Based on the discussion, we have following observations:
Observation 1: UE-side data collection is required due to the following two facts:
· Rather than network entities, the UE-side model is trained by the UE-side. 
· Due to limitations such as computation, power, memory, and available data for training, the UE-side model is trained by the UE-side Over the Top (OTT) server.
Observation 2: The current data collection methods identified allow data sourcing from UEs and storage or termination at network entities. While these methods are well-adapted for model training on the network side, they do not sufficiently support model training on the UE side. 
Observation 3: Model training demands a dataset that is rich in both quantity and quality. 
Observation 4: The data content and format, used for model training on the UE side, can be vendor-dependant and aren't necessarily required to specified. 
Observation 5: Different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics.

Based on the observations, we propose:
Proposal 1: UE-side data collection should be supported for conducting model training on the UE side. 
Proposal 2: For UE-side data collection, following requirements should be met:
· The collected dataset should be accessible on the UE-side OTT server. 
· The collected dataset should be both abundant and of high quality. 
· The collected dataset may include vendor-specific and proprietary data. 
· Assistance information, pertinent to RAN configuration, conditions, and scenarios, is attached to the respective dataset and is recognizable to the UE side.

4 Reference
[1] RP-231089, Data Collection for Offline Model Training at UE-side or Neutral site, Qualcomm Incorporated, MediaTek Inc.
