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Introduction
A study item for AI/ML was agreed in Rel-18 [1] to explore the performance benefits and potential specification impacts on the physical layer. During the SI, companies have shown their collaborative thoughts and efforts on this unexplored topic in the physical layer, e.g., extensive discussions on the clarifications for the life cycle management of AI/ML, simulation assumptions and results on data collection, model inference, model generalization, and model monitoring.
According to the schedule, the SI was planned to be completed in RAN1#114 meeting. However, the SI was not yet complete because of some important left-over issues [2]. In order to have a solid study on this topic, the completeness of the study item and the identified performance benefits should be reviewed. In this contribution, we summarize the status of Rel-18 AI/ML over NR air interface in RAN1.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]The progress of Rel-18 AI/ML over air interface
1.1. Progress on potential specification impacts
1.1.1. AI/ML framework
The AI/ML framework is indeed one of the important topics in RAN1. It may lay a foundation for the standardization of AI/ML in PHY during the 5G-A and even in 6G. RAN1 has spent a lot of time on defining the terminologies for LCM. Generally, RAN1 has identified two different LCM procedures: functionality-based LCM and model-ID-based LCM. There are still some remaining issues regarding the two LCMs, e.g., the relationship between the two LCMs, the detailed steps for model identification. In the following table, we summarize the status of AI/ML framework in RAN1.
	AI/ML LCM aspects
	Current progress
	Remaining issues

	Data collection
	· Conclude that data collection may be performed for different purposes in LCM
· Conclude the details of data collection will be studied per use case, including measurement configuration and reporting, contents and assistance information for data categorization
· Reply RAN2 LS on the data collection assumptions
	· Reply RAN2 LS on the data collection requirements 
· Comment: Post email discussion will be triggered after RAN1#114
· Whether/how to discuss the assistance information that may disclose proprietary/privacy information 
· Comment: The assistance information can be discussed in WI phase if needed

	Collaboration levels
	· Define three types of collaboration levels and their boundaries depending on whether UE and NW should interact for the AI/ML-enabled feature and model transfer
	Sufficient progress in study phase

	Model training/model update
	· Offline model training is prioritized during the SI phase
	Sufficient progress in study phase

	Functionality/model identification
	· Functionality identification is based on the legacy UE capability framework
· A model ID can be assigned during the model identification Type A/B1/B2. UE can report supported model IDs in UE capability at least for model identification Type A.
· Conclude that applicable functionalities/models can be reported by UE.
	· How to report the conditions by UE at least for functionality identification when considering the model generalization issues
· Comment: More progress is needed
· The remaining steps for model identification over air interface signaling
· Comment: More clarifications are needed
· The necessity and benefits to support model identification
· Comment: Not necessary to further discuss it in RAN1 as the necessities and specification impacts should be confirmed by RAN2/SA2/SA5

	Functionality/model control (e.g., selection, activation, deactivation, switching, and fallback operation )
	· Functionality-based LCM:
· Conclude that it’s indicated by network for activation/deactivation/fallback/switching
· Model-ID-based LCM:
· Conclude that network/UE may activate/deactivate/select/switch individual AI/ML models via model ID
· Conclude that once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
	· Conclude that model activation, deactivation, switching, fallback, and monitoring should be indicated by network for a model that is not transparent to network
· Comment: Similar to functionality-based LCM, this can be further discussed in WI phase if needed
· The necessity of the same or similar signaling framework for functionality/model selection, activation, deactivation, switching, and fallback operation
· Comment: Need more discussions on this to avoid defining two independent signaling frameworks

	Model inference operation
	· Study the model inference in each use case
	Sufficient progress in study phase

	Performance monitoring
	· Conclude the high level monitoring methods and monitoring KPIs
· The details of performance monitoring are studied per use case
· Study the method to assess/monitor the applicability and the expected performance of an inactive model/functionality
	· Clarify the differences between UE side and NW side performance monitoring
· Comment: The LS replied to RAN2 on data collection may somehow clarify the differences 
· Conclude the methods of performance monitoring on an inactive model/functionality
· Comment: Can be further discussed in WI phase or reuse the methods for active models/functionalities

	Model delivery/transfer
	· Define two terminologies depending on whether there is an impact on over-the-air signaling
· Define different model delivery/transfer options
· Observe the model delivery/transfer may be beneficial for scenario/configuration/site specific models  with challenges
· Observe the challenges to support model transfer/delivery of an unknown structure at UE 
	· The pros and cons to support different model delivery/transfer options
· Comment: Further discussions are needed to have a full picture of different model delivery/transfer options
· The feasibility and necessity to support model delivery/transfer may need to consult other working groups
· Comment: Not necessary to further discuss in RAN1 as the necessities and specification impacts should be confirmed by RAN2/SA2/SA5


According to the above table, RAN1 has already set up a general framework for AI/ML during the study phase. As commented in the table, some remaining issues will not act a drag-on starting a WI in Rel-19. For example, the progress on data collection, collaboration levels, and performance monitoring is already in a good shape to have a work item. However, to our understanding, there are still some essential issues that should be clarified in order to scope the work item in Rel-19:
· Functionality/model identification
· How to report the conditions by UE at least for functionality identification when considering the model generalization issues
· The remaining steps for model identification over air interface signaling
· The necessity of supporting model identification is outside RAN1 scope
· Functionality/model control (e.g., selection, activation, deactivation, switching, and fallback operation) 
· The necessity of the same or similar signaling framework for functionality/model selection, activation, deactivation, switching, and fallback operation
· Model delivery/transfer
· The pros and cons to support different model delivery/transfer options
· Note: The necessity of supporting model delivery/transfer is outside RAN1 scope
Observations 1: RAN1 has made sufficient progress on data collection, collaboration levels, and performance monitoring for AI/ML framework in Rel-18.
Observation 2: In order to scope the work item in Rel-19, more clarifications are expected in RAN1 on functionality/model identification, functionality/model control (e.g., selection, activation, deactivation, switching, and fallback operation) and model delivery/transfer.

1.1.2. AI/ML for CSI feedback enhancement

CSI compression:
	AI/ML LCM aspects
	Current progress
	Remaining issues

	Data collection
	· Study both UE-side data collection and NW-side data collection, including
· CSI-RS configuration
· Data format/content
· Measurement report
· Assistance information
· Data collection for model training and performance monitoring
	· Conclude the need of enhancements to acquire ground-truth label for model training and performance monitoring
· Comment: The benefits and necessities should be confirmed
· The necessity to support dataset exchange over air interface to reduce offline collaborations across vendors
· Comment: The benefit and necessity should be confirmed

	Model training
	· Define three types of model training collaborations for CSI compression using two-sided model use case
· Gradient-exchange based on sequential training over the air interface is deprioritized in R18 SI
· Conclude the tables and characteristics to discuss the pros and cons of different training collaborations
	· Further discuss and finalize the pros and cons of different model training collaboration types
· Comment: More discussions are needed to align the understanding among companies
· Whether/how to be aware of the performance output of UE-side monitoring by network
· Comment: Can be further discussed in WI phased if needed

	Model inference operation
	· Study the specification impacts of model inference operation, including:
· CSI-RS configurations
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission based on legacy CSI reporting principle with CSI Part 1 and Part 2
· CSI payload indication
· CQI determination
· Quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB
· Pairing information
· CBSR
	Sufficient progress in study phase

	Performance monitoring
	· Study both NW-side performance monitoring and UE-side performance monitoring
· Identify the potential monitoring metrics
	· Conclude the necessity of performance monitoring at network side
· Comment: Can be further discussed in WI phase if needed




CSI prediction:
	AI/ML LCM aspects
	Current progress
	Remaining issues

	Data collection
	· Observe that UE-side data collection includes:
· Signaling and procedures for the data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
	· Whether/how to support network-side data collection to enable network-side model training
· Comment: Depend on the feasibility and necessity of model transfer in AI/ML framework

	Performance monitoring
	· Define the monitoring types and fallback mechanisms for functionality-based LCM
· Conclude that functionality selection/activation/ deactivation/switching can reuse other UE-side use cases 
	· For a model that is not transparent to network, confirm that the monitoring types and fallback mechanism are the same as functionality-based LCM
· Comment: Can be further discussed in WI phase if needed


As shown in the above tables, two-sided model for CSI compression is a brand new concept in RAN1. Although a lot of discussions have been focused on this sub use case, there are still some essential issues pending on further discussions. For example, the big concern about the two-sided model is that it may require too much offline co-engineering efforts to deploy it. Different training collaboration types rely on different kinds of offline co-engineering efforts, which should be further clarified. Sufficient gains are needed to justify these efforts. To our understanding, at least the following aspects require further discussion:
· Data collection
· Conclude the need of enhancements to acquire ground-truth label for model training and performance monitoring
· The necessity to support dataset exchange over air interface to reduce offline collaborations across vendors
· Model training
· Further discuss and finalize the pros and cons of different model training collaborations
For CSI prediction, even though it was resumed after RAN#100 meeting, the specification impact discussions were limited to data collection, performance monitoring, and fallback. For other LCM procedures, CSI prediction can simply reuse the Rel-18 MIMO enhancement and other UE-side use cases. Therefore, the remaining issues for CSI prediction can be further discussed in the WI phase if needed.
Observation 3: For CSI compression using two-sided model, there are still some important left-over issues on data collection and model training.
Observation 4: For CSI prediction using UE-side model, RAN1#114 meeting has made sufficient progress on data collection, performance monitoring, and fallback. Other LCM procedures can reuse the Rel-18 MIMO enhancement and other UE-side use cases as much as possible.

1.1.3. AI/ML for beam management 
	AI/ML LCM aspects
	Current progress
	Remaining issues

	Sub use cases
	· Two sub use cases are identified during the study phase
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
	Sufficient progress in study phase

	Data collection
	· Study both UE-side and network-side data collection on initiation, RS configuration, data categorization/consistency, and the content of measurement report
· Beam report enhancement for the inference and monitoring of network-side model
· No consensus to support assistance information related to proprietary/privacy information
	Sufficient progress in study phase

	Model training
	· The following two cases are prioritized during the study phase:
· AI/ML model training and inference at NW side
· AI/ML model training and inference at UE side
	· Whether/how to support model training at NW side and model inference at UE side
· Comment: Depend on the feasibility and necessity of model delivery/transfer in AI/ML framework

	Model inference operation
	· Study both BM-Case 1 and BM-Case2 with different Set A and Set B assumptions
· Focus model input on L1-RSRP and/or beam ID
· DL Tx beam prediction and beam pair prediction are prioritized over DL Rx beam prediction
· Focus model output and beam report on beam ID, predicted L1-RSRP or confidence/probability information
	Sufficient progress in study phase

	Performance monitoring
	· Define different types of performance monitoring for UE-side model
· Identify the performance metric(s) of AI/ML model monitoring and compare the pros and cons of the different performance metric(s)
	Sufficient progress in study phase

	Functionality/model identification
	· Study some conditions related to functionality/model identification
	Sufficient progress in study phase


Observation 5: For potential specification impacts on beam management, there are sufficient progress for all aspects of LCM. The remaining details can be further discussed in WI phase if needed.
1.1.4. AI/ML for positioning accuracy enhancement
	AI/ML LCM aspects
	Current progress
	Remaining issues

	Sub use cases
	· Two sub use cases are identified during the study phase
· Direct AI/ML positioning
· AI/ML assisted positioning
· Categorize 5 cases depending on the model inference entity and model inference type (i.e., direct AI/ML positioning or AI/ML assisted positioning)
	Sufficient progress in study phase

	Data collection
	· Identify the entities that can be used for data collection
· Identify potential signalling and procedure to enable data collection, where the procedure may include the data report on ground-truth label and measurement, data quality, time stamp and RS configurations.
	· No consensus on the assistance information that may be related to proprietary/privacy information
· Comment: The assistance information can be discussed in WI phase if needed

	Model inference operation
	· One-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI
· Types of measurement as model inference input, e.g., CIR/PDP/DP
· New measurement report and/or potential enhancement of existing measurement report as model output to LMF, e.g., timing information and Los/NLos indicator
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
	Sufficient progress in study phase

	Performance monitoring
	· Study the performance monitoring for both UE-side model and network-side model
· Identify the entities to derive the performance metrics
· The performance metrics can be acquired based on provided ground truth label or without using ground truth label, e.g., based on the statistics of the model input/output
	· There’s no consensus during SI on whether monitoring metric will have specification impacts or not
· Comment: Can be further discussed in WI phase if needed

	Functionality/model identification
	· Study the conditions for functionality/model identification 
	· The necessary conditions haven’t been identified, 
· Comment: Can be further discussed in WI phase


Observation 6: For potential specification impacts on positioning enhancement, there are sufficient progress for all aspects of LCM. The remaining details can be further discussed in WI phase if needed.
1.2. Progress on evaluations
During the Rel-18 study phase, we have evaluated a lot of simulation cases for both the one-sided model and two-sided model. For those unexplored use cases in the physical layer, we have spent a larger amount of time and efforts to align the evaluation assumptions, as shown in the following table. Although companies may argue that some common KPIs agreed in the AI/ML framework haven’t been fully evaluated in each use case, e.g., over-the-air overhead, inference complexity, and LCM-related complexity and storage overhead. As the overhead and complexity are highly implementation dependent, it’s hard to evaluate them in Rel-18. To our understanding, we already have sufficient observations to help us to identify the gains and degradation in various cases and assumptions. Further evaluations can still be conducted in WI phase or even a continued SI in Rel-19 for untouched aspects.
	One-sided model
	· Model performance compared to different benchmarks
· Model generalization and fine-tuning in different configurations/scenarios/errors/UE speeds
· Model performance in different kinds of model input
· Model performance in different observation windows and predication windows
· Model performance evaluated in a given UE speed
· Model performance related to model complexity

	Two-sided model
	· Model performance without generalization in both intermediate KPI and throughput
· Model generalization and fine-tuning in different configurations/scenarios
· Model performance in different training collaborations
· Model compatibility between multi-vendors
· Model assumptions related to layer and rank
· CQI determination for the two-sided model
· UE-side and network-side performance monitoring


Observation 7: Sufficient observations have been made on evaluations during the Rel-18 study item for AI/ML, which can help us to identify the gains and degradation in various cases and assumptions.

Extend RAN1 TU in the fourth quarter
The SI was planned to be completed in RAN1#114 meeting. However, as discussed above, the SI was not yet complete because of some important left-over issues. To have a sufficient motivation to start a WI in Rel-19, we should consider the completeness of the study item and the identified performance benefits during the study phase in Rel-18. Therefore, it’s better to extend the RAN1 TU to the fourth quarter of 2023 for AI/ML. However, the TU allocation for AI/ML should not affect the progress in the maintenance phase of other WIs. Thus, we should have a clear scope on the aspects that require further discussion in RAN1. 
Proposal 1: SI on AI/ML in RAN1 can be extended to the fourth quarter of 2023 but with well-defined scope and limited TU.
[bookmark: _GoBack]With the discussion in this contribution, if we need to extend the SI to one more quarter, we think RAN1 should only reserve limited TU (e.g. 1 TU) to focus on limited scope. If more TUs are needed, it means that this is not mature enough to proceed to the normative work for some complicated sub use cases. Instead of further spending time on it in Rel-18 maintenance phase, we should either drop these sub-use cases in normative work or further study this in Rel-19.  In Q4, the two topics we can focus on are AI/ML framework and potential specification impacts for CSI enhancement. For the two topics, we should focus on the essential parts as follows:
	AI/ML framework
	· Functionality/model identification
· How to report the conditions by UE at least for functionality identification when considering the model generalization issues
· The remaining steps for model identification over air interface signaling. 
· The necessity of supporting model identification is outside RAN1 scope
· Functionality/model control (e.g., selection, activation, deactivation, switching, and fallback operation) 
· The necessity of the same or similar signaling framework for functionality/model selection, activation, deactivation, switching, and fallback operation
· Model delivery/transfer
· The pros and cons to support different model delivery/transfer options
· Note: The necessity of supporting model delivery/transfer is outside RAN1 scope

	Potential specification impacts for CSI enhancement
	Spatial-frequency domain CSI compression using two-sided AI model:
· Data collection
· Conclude the need of enhancements to acquire ground-truth label for model training and performance monitoring
· The necessity to support dataset exchange over air interface to reduce offline collaborations across vendors
· Model training
· Further discuss and finalize the pros and cons of different model training collaborations



Proposal 2: For the remaining issues on AI/ML framework and potential specification impacts for CSI enhancement, the following aspects (including their necessities) should be further discussed in RAN1:
	AI/ML framework
	· Functionality/model identification
· How to report the conditions by UE at least for functionality identification when considering the model generalization issues
· The remaining steps for model identification over air interface signaling. 
· The necessity of supporting model identification is outside RAN1 scope
· Functionality/model control (e.g., selection, activation, deactivation, switching, and fallback operation) 
· The necessity of the same or similar signaling framework for functionality/model selection, activation, deactivation, switching, and fallback operation
· Model delivery/transfer
· The pros and cons to support different model delivery/transfer options
· Note: The necessity of supporting model delivery/transfer is outside RAN1 scope

	Potential specification impacts for CSI enhancement
	· Spatial-frequency domain CSI compression using two-sided AI model:
· Data collection
· Conclude the need of enhancements to acquire ground-truth label for model training and performance monitoring
· The necessity to support dataset exchange over air interface to reduce offline collaborations across vendors
· Model training
· Further discuss and finalize the pros and cons of different model training collaborations



[bookmark: _Toc423019950][bookmark: _Toc423020296][bookmark: _Toc423020279]Conclusion
In this contribution, we summarize the status of Rel-18 AI/ML over NR air interface in RAN1. We have the following observations and proposals:
Observations 1: RAN1 has made sufficient progress on data collection, collaboration levels, and performance monitoring for AI/ML framework in Rel-18.
Observation 2: In order to scope the work item in Rel-19, more clarifications are expected in RAN1 on functionality/model identification, functionality/model control (e.g., selection, activation, deactivation, switching, and fallback operation) and model delivery/transfer.
Observation 3: For CSI compression using two-sided model, there are still some important left-over issues on data collection and model training.
Observation 4: For CSI prediction using UE-side model, RAN1#114 meeting has made sufficient progress on data collection, performance monitoring and fallback. Other LCM procedures can reuse the Rel-18 MIMO enhancement and other UE-side use cases as much as possible.
Observation 5: For potential specification impacts on beam management, there are sufficient progress for all aspects of LCM. The remaining details can be further discussed in WI phase if needed.
Observation 6: For potential specification impacts on positioning enhancement, there are sufficient progress for all aspects of LCM. The remaining details can be further discussed in WI phase if needed.
Observation 7: Sufficient observations have been made on evaluations during the Rel-18 study item for AI/ML, which can help us to identify the gains and degradation in various cases and assumptions.

Proposal 1: SI on AI/ML in RAN1 can be extended to the fourth quarter of 2023 but with well-defined scope and limited TU.
Proposal 2: For the remaining issues on AI/ML framework and potential specification impacts for CSI enhancement, the following aspects(including their necessities) should be further discussed in RAN1:
	AI/ML framework
	· Functionality/model identification
· How to report the conditions by UE at least for functionality identification when considering the model generalization issues
· The remaining steps for model identification over air interface signaling. 
· The necessity of supporting model identification is outside RAN1 scope
· Functionality/model control (e.g., selection, activation, deactivation, switching, and fallback operation) 
· The necessity of the same or similar signaling framework for functionality/model selection, activation, deactivation, switching, and fallback operation
· Model delivery/transfer
· The pros and cons to support different model delivery/transfer options
· Note: The necessity of supporting model delivery/transfer is outside RAN1 scope

	Potential specification impacts for CSI enhancement
	· Spatial-frequency domain CSI compression using two-sided AI model:
· Data collection
· Conclude the need of enhancements to acquire ground-truth label for model training and performance monitoring
· The necessity to support dataset exchange over air interface to reduce offline collaborations across vendors
· Model training
· Further discuss and finalize the pros and cons of different model training collaborations
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