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Introduction
In this contribution, we provide our views on the R19 AI/ML for air interface scope of work.  
Discussion
R18 RAN1 led use cases
The R18 RAN1 led study item mainly focuses on three use cases: CSI enhancement, beam management and positioning. In RAN1 #113, the initial draft TR was approved [1].  
For CSI enhancement, two sub-use cases have been studied: 
· Spatial-frequency domain CSI compression using two-sided AI model. 
· Time domain CSI prediction using UE sided model 
For beam management, two sub-use cases have been studied:
· BM-Case1: Spatial-domain Downlink beam prediction for Set A of beams based on measurement results of Set B of beams 
· BM-Case2: Temporal Downlink beam prediction for Set A of beams based on the historical measurement results of Set B of beams
· For both sub-use cases, the following alternatives are studied for the predicted beams:
· DL Tx beam prediction
· Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
For positioning use case, two sub-use cases have been studied:
· Direct AI/ML positioning: 
· AI/ML model output: UE location
· e.g., fingerprinting based on channel observation as the input of AI/ML model 
· AI/ML assisted positioning: 
· AI/ML model output: new measurement and/or enhancement of existing measurement
· e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
Out of the total six sub-use cases, only CSI compression is two-sided model sub-use case. All the remaining sub-use cases are one sided model. While the two-sided model is a key use case for the framework study, it is also the most complicated sub-use case for real world deployment. The deployment challenge was discussed for each training collaboration types, and each training collaboration type has its own limitation. It can also be observed that the CSI compression use case performance gain is modest, and even this gain is achieved under idealized assumptions. It is common sense that large specification impact should be justified by large gains.  Since R19 will be the first release of a specification with AI/ML related features, we propose to focus on the use cases using one sided model with the highest observed gain. 

Proposal 1: Prioritize sub-use cases using a one-sided model with the highest performance gain for R19 WI. 

Proposal 2: For CSI enhancement, prioritize CSI prediction using a UE side model. 


In the beam management use case, for DL beam pair prediction where UE Rx beam is predicted and when the model is at the NW side, the NW indicates the UE Rx beam to the UE. Since UE side beam management is primarily about UE implementation, DL beam pair prediction violates this principle and in addition, requires the UE to disclose proprietary UE beam information to the NW. As such, for the beam management use case, the WI should de-prioritize DL beam pair prediction sub-use case.  

For DL beam prediction when the NW Tx DL beam is predicted and when the model is at the UE side, the NW needs to send assistance information to the UE to indicate the set A and set B relationship to facilitate beam prediction. During the R18 SI, many NW vendors have raised concerns about disclosing NW vendor proprietary beam information. Secondly, UE side training/UE side inference with beam management models needs to either tackle model generalization issues, or resort to site specific models, and each of them has many challenges. Even though at RAN1 #114, a
conclusion regarding the consistency of set A/set B beams during training/inference was reached, we
expect discussions for other aspects to enable UE side training/UE inference are still difficult. Therefore, NW side train and NW inference with beam management models is an easier and more feasible solution to achieve the AI/ML performance gain. As such, for the beam management use case, the WI should prioritize spatial domain and time domain DL beam prediction using a NW side model.
  

Proposal 3: For beam management use case, de-prioritize DL beam pair prediction sub-use case.  

Proposal 4: For beam management use case, prioritize spatial domain and time domain DL beam prediction using a NW side model.  

For the positioning use case, it has been observed that direct positioning suffers significant performance loss when the environment changes such as moving from one factory to another factory. Due to the worse generalization performance, we propose to focus on the AI/ML assisted positioning in R19 WI.  

If direct positioning is included in the WI scope, potentially new specification impact including methods to improve generalization performance, such as procedure to enable fine tune, can be 2nd priority. 

Proposal 5: For positioning use case, prioritize the AI/ML assisted positioning sub-use case which has better generalization performance. 
· For positioning use case, if direct AI/ML positioning sub-use case is included, procedures to improve generalization performance can be lower priority.  

 AI based mobility enhancement 
Many use cases have been discussed in the R18 workshop. Mobility was one of the leading use cases for study.  AI/ML can be used for mobility enhancement in many different aspects, covering RAN1, RAN2 and RAN4 scope. 

For L1 based mobility enhancement, applying AI/ML for multi-TRP beam prediction is a straightforward extension of R18 beam management. In the R18 beam management study, the set A and set B beams are limited to one TRP. To extend to L1 based mobility, set A and set B can be extended to multiple TRPs, and with spatial consistency modeling, the spatial/time domain DL beam can be predicted based on UE trajectory. 

AI/ML based L3 mobility enhancement and L1/L2 mobility enhancement can be a study item led by RAN2. 
· On AI/ML based L3 mobility enhancement, we think that AI/ML algorithms can improve HO performance, eliminate unnecessary and failed handovers, prevent RLFs and reduce network resource usage. One example is that the UE can perform temporal L3 measurements based on AI/ML and report to NW. It is useful for NW to improve handover robust performance because the temporal measurement prediction can reduce the radio quality mismatch between the time UE reporting measurement and the time NW making HO decision. As another example, the UE can predict L3 measurements in another frequency based on AI/ML, which is useful to alleviate the need of measurement gap for inter-frequency measurement. Please note that L3 measurement is derived by performing L3 filtering on L1 measurement, and L1 measurement prediction is being extensively studied in Rel-18 AI/ML (i.e. CSI prediction and L1 RSRP prediction). Thus, L3 measurement prediction is technically feasible, and the specification impact should be manageable. The study may cover regular Hand Over (HO), Conditional HO (CHO), and Dual Connectivity (DC). In particular for CHO, AI/ML can help to predict more likely CHO targets, thus not only improving UE mobility but also helping the network to make more optimal CHO resource reservation, which in turn would improve network capacity. 
· On AI/ML based L1/L2 mobility enhancement, we think that AI/ML algorithms can also improve LTM and BFR performance, and prevent RLFs and reduce network resource usage. One example is that the UE can perform temporal L1 measurements based on AI/ML, to improve the robust performance of LTM. The intention is similar to L3 mobility enhancement. Please note that L1 measurement prediction is being extensively studied in Rel-18 AI/ML (i.e. CSI prediction and L1 RSRP prediction). Thus, RAN2 can focus on the procedure/signaling impact to LTM due to L1 measurement prediction. The study may cover LTM and BFR. 

Another aspect of mobility enhancement is  RRM measurement, which can be a study led by RAN4. For example, in the current RAN4 specification, for FR2 measurement, there is a scaling factor of N=8 in most of the measurement requirements. This introduces a hugh overhead of scheduling restriction, which result in significant DL throughput degradation. With AI/ML, it is possible to perform smarter measurements thereby reducing the overhead of scheduling restriction. There are other aspects of RRM, which can benefit from AI/ML.

Proposal 6: Introduce a new RAN2-led SI on AI/ML based mobility enhancement. The SI objective on mobility should include the following use cases: 
· Study AI/ML based L3 mobility enhancement, including L3 measurement prediction and procedure/signalling impact to regular Hand Over (HO), Conditional HO (CHO), and Dual Connectivity (DC).
· Study AI/ML based L1/L2 mobility enhancement, including L1 measurement prediction and procedure/signalling impact to lower layer triggered mobility (LTM) and Beam Failure Recovery (BFR).

Proposal 7: AI/ML based RRM measurement enhancements can be studied in RAN4 as part of mobility enhancement.  



Conclusion
In this contribution, we discussed aspects on R19 AI based enhancement SI and WI scope. Based on the discussion, the following proposals have been proposed.

Proposal 1: Prioritize sub-use cases using a one-sided model with the highest performance gain for R19 WI. 

Proposal 2: For CSI enhancement, prioritize CSI prediction using a UE side model. 

Proposal 3: For beam management use case, de-prioritize DL beam pair prediction sub-use case.  

Proposal 4: For beam management use case, prioritize spatial domain and time domain DL beam prediction using a NW side model.  

Proposal 5: For positioning use case, prioritize the AI/ML assisted positioning sub-use case which has better generalization performance. 
· For positioning use case, if direct AI/ML positioning sub-use case is included, procedures to improve generalization performance can be lower priority.  

Proposal 6: Introduce a new RAN2-led SI on AI/ML based mobility enhancement. The SI objective on mobility should include the following use cases: 
· Study AI/ML based L3 mobility enhancement, including L3 measurement prediction and procedure/signalling impact to regular Hand Over (HO), Conditional HO (CHO), and Dual Connectivity (DC).
· Study AI/ML based L1/L2 mobility enhancement, including L1 measurement prediction and procedure/signalling impact to lower layer triggered mobility (LTM) and Beam Failure Recovery (BFR).

Proposal 7: AI/ML based RRM measurement enhancements can be studied in RAN4 as part of mobility enhancement.  
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