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During RAN#94e, a Study on Artificial Intelligence (AI)/Machine learning (ML) for NR air interface [1] was approved. The main objective is to study the 3GPP framework for AI/ML applied to air interface including common terminology for AI/ML related functions/procedures, defining different stages of AI/ML algorithms, various levels of collaboration between UE and gNB, characterizing lifecycle management of AI/ML model, datasets for training/validation/testing/inference, etc. Additional objectives include evaluation of performance benefits of AI/ML for few representative use cases and assessment of potential specification impact for RAN1 and RAN2. Finally and most importantly, the SI includes objectives that fall under RAN4 scope including the study of interoperability and testability aspects, minimum performance requirements, implication of AI/ML processing capabilities etc. 
In this contribution, we provide our views on current status of R18 SI and potential scope for NR AI/ML in R19. 
Discussion
Current status of R18 AI/ML SI
The study item of AI/ML in PHY aims to identify common and specific characteristics of AI/ML models and terminology, if and how 3GPP should address standardization of AI/ML framework. For this purpose few representative use cases were identified, evaluation methodology was defined and initial simulation results were presented by companies. During the SI, lots of TUs were spent on achieving common understanding among companies regarding terminology, evaluation methodology, life cycle management etc. While significant progress was made, few issues still remain. According to status report [2]  in last plenary, the overall completion status of the study item is 50% and following were identified as open issues:
Remaining open issues in RAN1:
· Complete AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set
· Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback

Remaining open issues in RAN2:
· Architecture; functionality-to-entity mapping,
· Life Cycle Management implications from a RAN2 point of view,
· Progress with data collection, including suitability analysis of identified collection frameworks, taking into account model sidedness (i.e. UE-sided, NW-sided), the LCM function, and the consumer of the data collection (e.g. UE, gNB, OAM, OTT server). Reflect such analysis in the previously endorsed table.
· Continue discussion on model ID handling, and model transfer/delivery

Remaining open issues in RAN4:
· General aspects
· Requirements for data(training/inference/monitoring) collection
· Handling of AI/ML relative to legacy requirements
· Considerations on AI/ML model complexity
· Mandatory and optional features vs. AI/ML features
· Requirements definition for a feature/functionality vs a specific model
· Performance monitoring tests
· RAN4 testing goals
· Generalization for one-sided model
· Generalization for two-sided model
· Generalization testing options
· Terminology update
· Specific issues related to use cases 
· Framework for RRC/MAC-CE-DCI based core requirement
· Metrics for CSI requirements/tests
· Beam prediction requirements/metrics/KPIs
· Positioning KPIs/metrics
· Performance degradation and robustness/generalization
· Model monitoring KPIs/testing
· Requirements for model transfer/delivery 
· Interoperability and testability aspect
· Reference block for 1 sided model
· Reference block diagram for 2-sided model 
· Encoder/decoder options for 2-sided model
· Design principles for RAN4 specified decoder/encoder
· Testing for monitoring/control/model update
· Interoperability and testing
· Delay considerations/requirements
· Test datasets
· Functional tests for LCM
· Model fitting

After the recent RAN1#114 meeting, the 85% completion level of SI in RAN1 was declared.  On the general AI/ML framework agenda, remaining issues to be addressed include,  model identification, functionality-based LCM and model-ID based LCM, model delivery/transfer aspects, collaboration type 1 for CSI compression using two-sided models, scalability of training two-sided models, assistance information, model validation and monitoring of inactive models etc.  Based on the current status, the two-sided model discussions in RAN1 are not as mature when compared to one-sided models. Since RAN2 and RAN4 started the AI/ML discussions later than RAN1, the current progress is behind schedule. Given that there are only two meetings left in RAN2 and RAN4, it is important to identify a scope that can be realistically completed within the SI. Active discussions are ongoing in RAN4 to address the challenges of interoperability, testability for various LCM aspects including model training, model inference, monitoring, etc. In our view, considering the list of open issues, the two-sided model deployments can be a bottleneck for progress. For example, core and performance requirements, LCM aspects, interoperability, testability, generalization for two-sided models etc. would need a new paradigm in RAN4 testing methodology. While we think two-sided models are important to study, the available time units may not be sufficient in R18. With the current status, it might be too early to start normative phase for use cases based on two-sided models. 

[bookmark: _Hlk144365580]Observation 1: Completion level in R18 AI/ML SI is not uniform across all AI/ML model deployment scenarios. 
Observation 2: Given limited progress in R18 SI on two-sided models in RAN4, R19 scope should only consider one-sided models.  

Potential scope for R19
In our view, the scope of any potential work in R19 depends on the following factors: 
· Status R18 SI/TR completion 
· Commercial interest/relevance 
· Realistic gains vs complexity/cost
· Available TUs/workload.

To manage R19 workload, we should focus on things that can be commercially relevant for 5G, i.e. features that demonstrate sufficient gains vs complexity/cost, which can be deployed and are critical to business. The scope for work in R19 should consider what can be accomplished within a reasonable amount of TUs. More critically, the RAN1/2 induced workload to RAN4 should be kept reasonable for R19. As discussed in section 2.1, we think the R19 scope should focus on framework and use cases with one-sided models. If necessary, the R19 work item can have a short study phase to address leftovers from R18.  
Observation 3: The normative phase for AI/ML in R19 should include features that are complete from the study item perspective across all WGs, while being commercially relevant and testable/deployable.  
Proposal 1: The R19 work item can include a short study phase to address leftovers from R18 SI one-sided model use cases.
Proposal 2: For R19 scope, specify a framework to support one-sided AI/ML model deployments only (i.e., no work on two-sided models in R19).
In the R18 SI, 6 representative (sub)use cases were selected for study. This includes CSI compression, CSI prediction, Spatial and temporal beam management, Direct and assisted positioning. Out of the 6 (sub)use cases, only CSI compression is based on two-sided model and the remaining 5 (sub)use cases are based on one-sided models. 
Proposal 3: For R19 scope, support normative work for Beam management use case (spatial and temporal).
Among the AI/ML based positioning use cases, we think that the specification impacts for assisted positioning needs further study. So direct positioning can be prioritized for normative work in R19. 
Proposal 4: For R19 scope, support normative work for Direct positioning use case.

In our view, it is not clear if CSI prediction based on AI/ML schemes provide enough benefit compared to non-AI/ML based prediction (e.g., Kalman filter) or specification transparent AI/ML solutions (e.g., generalization case 3). More study might be need to conclude the benefit of AI/ML based CSI prediction with the realistic scenario (e.g., with spatial consistency). These evaluations can continue during the study phase. 
Proposal 5: For R19 scope, support normative work for CSI prediction use case only if the study for CSI prediction is completed and the benefits are justified.

During the study item, fallback to legacy feature was discussed as an important procedure to ensure robustness of AI/ML-enabled feature. In otherwords, AI/ML-enabled feature cannot be deployed as a standalone enhancement unless it can demonstrate/meet minimum performance requirements under all operating conditions. The combination of NW controlled performance monitoring, switching and/or fallback can provide means to address generalization problem.  We think that support for legacy mechanisms is critical not only for fallback but also for backward compatibility reasons. Additionally, the presence of legacy fallback can be considered to alleviate some burden on the RAN4 efforts. 
Proposal 6: For R19 scope, support normative work for AI/ML performance monitoring, network-controlled deactivation of AI/ML model(s) and support for legacy behavior with fallback. 
Conclusion
In this contribution, R19 scope for AI/ML feature is discussed and the following observations and proposals are made:
Observation 1: Completion level in R18 AI/ML SI is not uniform across all AI/ML model deployment scenarios. 
Observation 2: Given limited progress in R18 SI on two-sided models in RAN4, R19 scope should only consider one-sided models.  
Observation 3: The normative phase for AI/ML in R19 should include features that are complete from the study item perspective across all WGs, while being commercially relevant and testable/deployable.  

Proposal 1: The R19 work item can include a short study phase to address leftovers from R18 SI one-sided model use cases.
Proposal 2: For R19 scope, specify a framework to support one-sided AI/ML model deployments only (i.e., no work on two-sided models in R19).
Proposal 3: For R19 scope, support normative work for Beam management use case (spatial and temporal)
Proposal 4: For R19 scope, support normative work for Direct positioning use case.
Proposal 5: For R19 scope, support normative work for CSI prediction use case only if the study for CSI prediction is completed and the benefits are justified.
Proposal 6: For R19 scope, support normative work for AI/ML performance monitoring, network-controlled deactivation of AI/ML model(s) and support for legacy behavior with fallback. 
Reference
[bookmark: _Ref370891592][bookmark: _Ref399440155][bookmark: _Ref401222022][bookmark: _Ref403048963][bookmark: _Ref416167577]RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, Work Item Description.
RP-230987, “SR for Study on AIML for NR air interface” 
RP-221348, “Revised SID: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface ”

