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In this contribution, we firstly summarize current progress and status of Rel-18 study item “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” in different RAN working groups (i.e., RAN1, RAN2 and RAN4).  Then, based on the output of Rel-18 study item, we proposed some fundamental and attracting objectives for a Rel-19 work item led by RAN1. As there are also some other attracting use cases, we also suggested a RAN2-led study item for some new use case(s) and advanced feature(s) of AI/ML over the air interface in Rel-19. 
Progress of Rel-18 Study Item
RAN1 Progress
One of the RAN1 key tasks is to evaluate whether AI/ML-based solution for the air interface can provide promising performance gain compared to traditional algorithms/methods. During Rel-18 study, comprehensive simulations are carried out by about thirty companies to evaluate the potential of AI-based solutions with various evaluation assumptions including different settings for generalization performance. To be specifically, a thorough evaluation for the AI models is made for the six representative sub use cases identified by RAN1:
· CSI compression
· CSI prediction
· Spatial-domain DL beam prediction
· Temporal DL beam prediction
· AI/ML assisted positioning
· Direct AI/ML positioning  

Regarding the potential performance gain of AI/ML-based solution without considering generalization/scalability, we can see AI/ML-based solutions can achieve obvious performance gain in typical settings for each use sub use case [1], e.g., 
· For CSI compression, the evaluation results show performance gains for the mean UPT (e.g., 0.2%-15%) and 5% UPT (e.g., 0%-20.9%) for low-rank cases. For CSI prediction, most sources show performance gains for the mean UPT (e.g., 2%-23%) and 5% UPT (e.g., 1%-26.4%). 
· For Spatial-domain DL beam prediction, with measurements of fixed Set B of beams that of 1/4 of Set A of beams (e.g., about 75% RS overhead reduction), most sources show that the prediction accuracy of the Top-1 TX beam with 1dB margin is more than or about 90%. With the reduced RS overhead, the mean UPT only suffers 1%~4% loss. For temporal DL beam prediction, the evaluation results show AI/ML based solution can increase 1%-10% prediction accuracy compared to non-AI-based solution with 50% or more RS overhead reduction. 
· For both AI/ML assisted positioning and direct AI/ML position, horizontal positioning accuracy of <1m at CDF=90% can be achieved compared to >15m for conventional positioning method when the clutter parameter setting is {60%, 6m, 2m}.   
For the above use cases, even if generalization performance and scalability are considered, the AI model can also achieve satisfying performance (with no or minor performance degradation) by different approaches, e.g., constructing a better training data set with mixed training data.
In summary, RAN1 study has showed that the AI-based solutions for the afore-mentioned sub use cases can provide satisfying performance gain compared to traditional non-AI-based algorithms/mechanisms.
Observation 1: RAN1 study has showed that the AI-based solutions for the six representative sub use cases can provide satisfying performance gain with/without considering generalization/scalability. 

Another key task of RAN1 is to study the potential specification enhancements to support AI/ML-based solutions for the afore-mentioned sub use cases. This task covers both the common AI/ML life cycle management (LCM) framework and the specific spec enhancements dedicated to each sub use case.
Regarding the common AI/ML LCM framework to supported AI/ML-based solutions, various aspects are carefully studied:
· General LCM framework: two types of LCM framework are studied, namely functionality-based LCM framework and model-ID-based LCM framework.  
· LCM components: Data collection, model inference, model/performance monitoring, model/functionality selection/activation/deactivation/switching/fallback and so on 
To be specific, functionality-based LCM framework is accepted by most companies as the basic framework. On top of it, companies have controversial views on whether model-ID-based LCM framework is additionally supported or not. Meanwhile, different assumptions on network-UE collaboration levels are also identified. For the fundamental LCM components, good progress has been made for the procedures/specification impacts of AI model inference, model/performance monitoring and data collection (Companies still have different views on the data collection for AI model training). In contrast, there are only limited studies on model training and the model transfer. 
· During Rel-18 study, offline model training is the basic assumption as default. 
· One of controversial parts is whether to support model transfer or not.   
Among all the sub use cases, only AI-based CSI compression uses the two-sided model (i.e., the encoder is at UE side and the decoder is at NW side). RAN1 has studied different types of offline training, data collection, quantization, model/performance monitoring, CSI determination and reporting, and so on. The key issues related specifications has been well-studied. One remaining issue is the pros/cons of the different types of offline training. However, this issue has no specification impact.
For the other five sub use cases, one-sided model is used. Compared to the two-sided model, the procedures/mechanisms for LCM of the on-sided model are much simpler. 
Generally speaking, in Rel-18, a thorough study has been done for the specification impacts dedicated to each sub use cases with focus on the following aspects:
· Data collection
· Model inference
· Model/performance monitoring
In summary, based on the output of the study on performance gain and specification impact, we believe that Rel-18 study has achieved good progress in RAN1. Thus, we have the following observation:
Observation 2: RAN1 has done a thorough study on general LCM framework and the sub-use-case-specific specification impacts and achieved good progress. Some controversial parts are remaining, e.g., 
· On top of functionality-based LCM, whether to support Model-ID-based LCM additionally or not
· Whether model transfer is supported or not

RAN2 Progress
Due to the tight RAN1 dependency, RAN2 does not spend too much time on use case specific discussion. So far, RAN2 has studied some issues on common AI/ML framework including data collection, model transfer/delivery, model ID management.
For data collection aspect, RAN2 focused on data collection for offline training, model inference and model monitoring and achieved enough high-level conclusions. Although data collection framework for UE side model training faces some challenge on the solution, the others seems to have sufficient study and support.
For model transfer/delivery topic, RAN2 had some discussion and identified 7 candidate solutions covering both CP and UP based method. From RAN2 perspective, the study phase is almost completed. 
For model ID management, RAN2 identified some use cases in which model ID can be used to identify model(s), apart from this, RAN2 also concluded that model ID should be global unique which seems sufficient in the study item phase.
Observation 3: RAN2 progress on the basic issues is on the track. RAN2 is expected to complete the study of basic features/components on time. 

RAN4 Progress
For Rel-18 study item, RAN4 agreed to study all six representative sub use cases identified by RAN1. Various candidate KPIs for each sub use cases have been identified. The most challenging task is the feasibility of test for a two-sided model and how to test a two-sided model. For a two-sided AI/ML model, the information transmitted through air-interface (e.g. PMI) is generated by an AI/ML model (e.g. CSI encoder), rather than codebooks predefined by protocol. Regarding the testability of two-sided model, it is necessary to consider a test model (i.e., a test decoder) in TE to cooperate with the encoder under test. During the study, four options for the test model are identified as below: 
· Option 1: test decoder is provided by the vendor of the encoder
· Option 2: test decoder is provided by the vendor of the decoder 
· Option 3: The test decoder(s) are fully specified and captured in RAN4 spec 
· Option 4: The test decoder(s) are partially specified and captured in RAN4 spec.
In order to have a solid study for a test model and get reliable output, RAN4 will continue to analyse the pros and cons of different options, including the source of the test model, the DUT vendor's knowledge of the test model, supported training collaboration types, TE deployment requirements, and specification efforts. 
Regarding LCM framework, RAN4 is focusing on the study of model inference and model/performance monitoring, which are the fundamental components of a basic LMC framework and have been well-studied by RAN1. The study of model training is deprioritized in RAN4. Meanwhile, there is no consensus on whether to do RAN4 study of data collection and model update/delivery or not. Thus, the focus of RAN4 study is quite aligned with the output/status of RAN1 study. The main RAN4 task is to study the efficient test methodologies/framework(s) for LCM so that practical effectiveness of AI/ML solutions can be ensured.
Consider the current progress, we think RAN4 has a good starting for the AI/ML over air interface. As there are two remaining meetings in the fourth quarter, we expect RAN4 can complete the study for the basic issues (e.g., model inference, model/performance monitoring, test methodology for each sub use cases including two-sided model).
Observation 4: RAN4 has a good starting for the study of AI/ML over air interface. It is expected RAN4 can complete the study on the basic issues (e.g., model inference, model/performance monitoring, test methodology for each sub use cases including two-sided model) in Q4 2023. 

Rel-19 RAN1-led Work Item
As discussed in Section 2, in Rel-18 study item, a thorough study has been made for the following basic components/features of AI/ML based solutions
· Data collection
· Model inference
· Model/performance monitoring
· LCM framework
Meanwhile, limited studies were done on other aspects, e.g., model transfer, model training/retaining/fine-tuning. For the model transfer, the feasibility of CP-based and UP-based solutions is under assessment in RAN2 and the requirement from RAN1 perspective has not been touched until now. 
Regarding LCM framework, both functionality-based and model ID-based LCM frameworks were studied. However, model ID-based LCM was still controversial in RAN1 discussion, and has not been justified in RAN1 agreements. Model delivery/transfer is another controversial topic, without clear conclusion.
From the perspective of Rel-19 work, normative work is needed to specify the fundamental components of the general AI/ML LCM framework that were identified in Rel-18 and are applicable to all representative sub-use cases studied in Rel-18, e.g., basic LCM framework, model inference, model/performance monitoring, 
Based on the above discussion, we have the following proposals:
Proposal 1: For Rel-19 AI/ML over the air interface, normative work is suggested for the fundamental components of the general AI/ML LCM framework that are well-studied Rel-18 SI and are applicable to all representative sub use cases, e.g., 
· Functionality-based LCM framework
· Model inference
· Model/performance monitoring
· Data collection for inference, monitoring and offline training


Fig.3-1: LCM components

In RAN1 Rel-18 study item, six sub use cases (i.e., CSI compression, CSI prediction, spatial-domain beam prediction, temporal beam prediction, direct AI/ML positioning and AI/ML assisted positioning) are identified and well-studied. As we discussed in Section 2, comprehensive evaluations have been done for the all 6 use cases and potential performance gain have been observed in many scenarios. 
Among use-case-specific studies, two-sided model is utilized for CSI compression, and one-sided model (e.g. UE-side model and NW-side model) are used for the other 5 use cases. Due to the high complexity of two-sided model, there are different views among companies on whether to do normative work for two-sided model in Rel-19 NR. In our understanding, the introduction/study of the two-sided model is a totally new topic and a very challenging issue for 3GPP. It brings many new investigations and thinking to 3GPP in terms of performance gain, complexity, and impacts on deployment and specification. As Rel-19 is a pre-6G release, the support of two-sided model is beneficial from the perspective of performance gain and future-proof evolution. This is not only meaningful for 5G-Advanced but can also serve as a good warm-up for AI/ML evolution in 6G. In contrast, it is much easier to support the other five use cases with one-sided model. For each sub use case, some essential works are as below:
· Signalling/procedure enhancements on measurement and reporting for model inference, such as the interface type, format, content, quantization, and reporting procedure and conditions
· Signaling/procedure enhancements on performance monitoring
In summary, we suggest to support all of the six sub use cases for Rel-19 normative work. 
Proposal 2: For Rel-19 AI/ML over the air interface, support normative work for 
· All six representative sub use cases identified in Rel-18 study item
· Both one-sided model (including UE-side model and NW-side model) and two-sided model

On top of above discussions, RAN4 works are also needed for the six sub use cases identified in RAN1 as well, e.g., specifying KPIs, designing tests, and establishing performance requirements for each use case. This includes down-selecting and specifying KPIs and establishing test conditions, procedures, and schemes for each use case. 
Furthermore, for core requirements, especially those related to LCM procedure, RAN4 should focus on the basic LCM components (e.g., model inference, model/performance monitoring), establish test methodologies and specify core requirements.

Proposal 3: For Rel-19 AI/ML over the air interface, support RAN4 normative work on the test methodologies and requirement for
· All six representative sub use cases including the case with the two-sided model
· Basic LMC components (e.g., model inference, model/performance monitoring)

In summary, we suggest to have a RAN1-led work item as below: 
Proposal 4: For Rel-19 AI/ML over the air interface, support a RAN1-led work item with the following main objectives
· Basic and well-studied components of AI/ML LCM framework that are applicable to all representative sub use cases, e.g., functionality-based LCM framework, model inference, model/performance monitoring, data collection for inference, monitoring and offline training
· All six representative sub use cases 
· Both one-sided model (including NW-side model and UE-side model) and two-sided model 
· RAN4 test methodologies and requirement
· Note: Offline model training is assumed

Rel-19 RAN2-led Study Item
Rel-18 study item is the first time for 3GPP to study the potential deployment of AI/ML model for air interface. Due to the limited time, only three features (i.e., CSI, beam management and positioning) were selected for the study. There are many other important features of a cellular communication system, e.g., mobility. In order to get better understanding on the potential of AI/ML model for air-interface-related features, we think it is beneficial to study some new use case(s) in Rel-19. In general, two types of use cases can be considered:
· New use case(s) that may show illuminating insights
· New use case(s) that gain interests from many companies
AI/ML-based mobility is one of the attracting use cases.
Motivation and objective
So far, only PHY use cases are considered in Rel-18 study item. How AI tool can benefit high layer is still unclear and deserve more study. A lot of high-layer use cases, such as optimization of DRX and PDCP duplication, have been put forward by companies during Rel-19 workshop. Among these use cases, AI/ML-based mobility attracts the most attention. The reason mainly lies in three-fold:
· Mobility is a typical and critical feature of high-layer air interface;
· Legacy mobility mechanism based on non-AI algorithm(s) has huge room for improvement, e.g., heavy measurement overheads, unsatisfactory robustness with reactive design, and short-sighted decisions;
· New emerging services, e.g., XR, require intelligent mobility to provide high throughput and low latency. 
Thus, it is beneficial to study AI/ML-based mobility in Rel-19. Given that mobility study is usually led by RAN2, it is proposed to initiate a new RAN2-led AI/ML study item.
Proposal 5: For Rel-19 AI/ML over the air interface, support a RAN2-led study item including AI/ML-based mobility.

It should be noted that mobility optimization has been investigated by RAN3 as one of the three use cases for AI/ML NG-RAN. It is a more cell-specific case, e.g., UE’s trajectory prediction is of cell-granularity and is exchanged over Xn. The RAN2-led AI/ML-based mobility study can focus more on air interface impacts. From air interface perspective, AI/ML model for mobility can be network-side or UE-side model. 
To differentiate the work from RAN3 WID, the network-side model is better to focus on exploring per UE behaviour and providing customized services. For instance, the network-side model can learn UE’s daily mobility pattern including the timing and location to get different types of traffics. Compared to UEs, the network can provide more computing power and sufficient storage space to facilitate the maintenance of large and powerful models. 
For UE-side model execution/inference, UE can process part of or all the data locally, thereby reducing the transmission burden of the air interface. Although UE can get the inference output locally, it should align the results with the network as mobility is currently network-controlled. The alignment can have three types:
· Type 1: UE reports the AI/ML inference output to the network as assistant information to help the network decide the specific actions to take, e.g., which cell to hand over to. 
· Type 2: The network sends available action sets to the UE prior to model inference. UE does the inference and chooses an action from the action sets. For instance, the network configures several candidate cells in the CHO command and the UE decides which cell is the best to access based on its AI/ML inference results.
· Type 3: UE decides the action based on its inference output that may be different to the network-configured parameters, and then reports the decisions to the network after action execution. For instance, the UE can tune the value of hysteresis in CHO A3 event according to the UE’s measurement results and report the adjusted value after CHO to a new cell.

Proposal 6: For AI/ML-based mobility studies, two types of AI/ML model should be included: 
· Network-side model
· UE-side model

Potential sub-use cases
To summarize the potential study scope, at least the following three aspects should be considered:  
Handover decision optimization
Handover decision refers to target cell/beam selection and handover parameter tuning. The former focuses on finding the best neighbour cell or beam that could provide satisfactory services in the near future. While the latter tends to optimize parameters of handover events, such as hysteresis, TTT, CIO, and T304. 
[image: ]
Fig. 4-1: Illustration of target cell selection
Target cell/beam selection during handover is usually based on instant RSRP that neglects the potential long-term performance after handover, which may result in ping-pong or short time-of-stay (ToS). With channel (e.g., RSRP) or trajectory prediction, UE can access the cell or beam that provides continuous and better services in multiple future instants. It is reported that with AI/ML models, interruption time, short ToS, ping-pong rate, and even HOF rate can be reduced, thus improving the performance in mobility and throughput [2-5].
Observation 5: AI/ML-based target cell/beam selection can improve mobility performance, e.g., reducing interruption time, short ToS, ping-pong rate, and HOF rate.

Legacy handover parameter tuning is often a part of SON or is left for network implementation. It is cell-specific, reactive, and not that flexible given the more and more dynamic wireless environment, especially when the frequency goes higher and the narrow beam becomes easy to block.  AI/ML enables the network to be more intelligent and capable of dealing with UE-specific conditions. Either a network-side model with data collection from the UE or a UE-side model with inference output to the network could be applied to achieve a set of tailored parameters for each UE. For example, UE can decide to skip the TTT=80ms interval when it predicts that the A3 event will be met within the next 80ms, i.e., setting TTT to 0. A higher success rate can be achieved as the handover command can be sent when the serving cell is still preferable [2].
Observation 6: Compared to the legacy way with cell-specific parameters, AI/ML-based handover parameter tuning can be UE-specific and thereby brings in performance improvements.

RRM measurement prediction
Beam management in Rel-18 AI/ML study introduces two sub-use cases: spatial-domain DL beam prediction and temporal DL beam prediction. Both of them can be well extended to the AI/ML-based mobility study. For spatial-domain DL beam prediction (i.e., BM-Case1), 
· UE can measure wider beams and use an AI/ML model to predict the channel state of narrower beams; or
· Measure part of the detectable beams and use them to predict the rest of the beams.
Signaling and power consumption needed for the measurement can thus be reduced, which also cuts down the interruption time for beam search and beam switch.
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Fig. 4-2: Illustration of temporal DL beam prediction
[bookmark: _Hlk144387362]For temporal DL beam prediction (i.e., BM-Case2), UE can further use measured L1-RSRP before time t to predict the counterpart at or after time t+1. That means the UE can completely stop its RRM measurement if the predicted L1-RSRP is accurate enough. Depending on the time span of the model input (i.e., L1-RSRP), an AI/ML model can now provide accurate prediction for tens of milliseconds [3].
Although extended from the Rel-18 work, the AI/ML-based mobility study scope does not have to be limited to beam level. Cell-level measurement, e.g., using intra-frequency measurement (L1 or L3) results of FR1 cells to forecast the RRM measurement of inter-frequency/inter-RAT cells, is also a promising direction [6].
Observation 7: Rel-18 BM study can be extended to AI/ML-based mobility to reduce measurement overheads.

Failure handling
[image: ]
Fig. 4-3: Illustration of RLF avoidance
Regarding the failure in mobility, the following cases can be considered: RLF, beam failure (BF), and HOF. Current failure handling methods focus on fast recovery of connections only after a failure event is declared. This kind of method is reactive and cannot eliminate the interruption or bad services caused by a failure event. With AI/ML, we can predict the happening of failure events in advance and take proactive handover to avoid channel deterioration. 
· RLF: The prediction can happen at or before the time when out-of-sync is detected. SINR or BLER could be used as the input of the AI/ML model to decide whether consecutive channel deterioration will occur in the near future. 
· BF: Beam failure prediction is similar to RLF, with the difference that BF is more position-related. For instance, a parked car could, unfortunately, block all the signals on the roadside, and all UEs passing through would detect a BF. In such a case, UE location can also serve as assistant information to improve the prediction accuracy.
· HOF: HOF will happen when the handover command cannot be received from the source cell or a RACH response is lost due to the bad signal of the target cell, which means both monitoring and prediction of the source cell and the target cell are required when the handover procedure is triggered.
When a failure event is unavoidable, the prediction of AI/ML can also be applied for fast recovery. An intuitional example is the cell selection during RRC re-establishment. AI/ML can derive the cell to choose before there is a failure event and configure the UE to try the cell once a failure occurs. 
Observation 8: AI/ML-based mobility can enable proactive failure avoidance before RLF, BF or HOF occurs, and facilitate fast recovery after a failure event happens.

Based on the observations 6-8, it is proposed that:
[bookmark: _Hlk144202567]Proposal 7: For AI/ML-based mobility, study the evaluation and specification impacts at least for the following aspects:
· Handover decision optimization 
· RRM measurement prediction
· Failure handling

Others 
The general LCM framework discussed in Rel-18 AI/ML, e.g. model transfer/delivery, and data collection for training, may also be applied to AI/ML-based mobility. Although for these topics it’s still unclear how much progress we can make in Rel-18 discussion, it’s still valuable to consider these aspects for AI/ML-based mobility. For the general LCM framework on AI/ML-based mobility, we can reuse the conclusion in Rel-18 as much as possible, any mobility-specific AI enhancement is still not precluded, for instance, new metrics for AI mobility.
Proposal 8: For AI/ML-based mobility, the general LCM framework discussed in Rel-18 AI/ML can be reused as much as possible, especially for model transfer/delivery and data collection for training. Any mobility-specific AI enhancement is still not precluded if needed.

Besides L3 mobility, the Rel-19 workshop also sees discussions on AI/ML-enabled LTM. LTM aims to enable a serving cell change via L1/L2 signalling, in order to reduce the latency, overhead and interruption time. The goal coincides with the reason we introduce AI/ML into mobility enhancement. In addition, we did see good gains in AI/ML on LTM from simulations [3]. However, given the Rel-19 workload and that LTM work is still ongoing, whether to consider AI/ML-based LTM enhancement in Rel-19 needs more discussions.
Proposal 9: L3 mobility will be the starting point for AI/ML-based mobility enhancement. Whether introducing AI/ML for LTM will be discussed depends on the time budget of Rel-19. 

To evaluate the performance of AI/ML algorithms, we may need to do system-level simulations. Unlike RAN1, RAN2 does not have a commonly agreed reference document for mobility simulation. Although we have TR 36.839 for mobility enhancements in heterogeneous networks [7], it is a technical report that was frozen 11 years ago. Some of the settings, e.g., handover execution time=40ms, may not be proper for now, especially if we would like to consider LTM. 
If we agree TR 36.839 could be a starting point, and a commonly agreed simulation platform is accepted, there is still a disagreement on whether we should update our evaluation results meeting by meeting like what RAN1 did. It may take a considerable workload if all the above simulation concerns are solved. However, if we do not do that, how can we evaluate gains brought by AI/ML should be discussed.
Proposal 10: Discuss how to evaluate the performance of AI/ML-based mobility.

In summary, we suggest to have a RAN2-led study item as below 
Proposal 11: For Rel-19 AI/ML over the air interface, support a RAN2-led study item with the following main objectives: 
· New use case: AI/ML-based mobility
· L3 mobility will be the starting point. Whether introducing AI/ML for LTM will be discussed depends on the time budget of Rel-19
· Three sub use cases are included: handover decision optimization RRM measurement prediction and failure handling
· How to evaluate the performance
· Two types of AI models (NW-side model and UE-side model) should be included
· LCM framework and the components identified by Rel-18 study item can be reused (e.g., model transfer/delivery and data collection for training), and some potential mobility-specific enhancement can be considered


Conclusion
Based on the discussion, we suggest to have a RAN1-led work item and a RAN2-led study item for Rel-19 AI/ML over the air interface with the objectives as below. 
Proposal 4: For Rel-19 AI/ML over the air interface, support a RAN1-led work item with the following main objectives
· Basic and well-studied components of AI/ML LCM framework that are applicable to all representative sub use cases, e.g., functionality-based LCM framework, model inference, model/performance monitoring, data collection for inference, monitoring and offline training
· All six representative sub use cases 
· Both one-sided model (including NW-side model and UE-side model) and two-sided model 
· RAN4 test methodologies and requirement
· Note: Offline model training is assumed

Proposal 11: For Rel-19 AI/ML over the air interface, support a RAN2-led study item with the following main objectives: 
· New use case: AI/ML-based mobility
· L3 mobility will be the starting point. Whether introducing AI/ML for LTM will be discussed depends on the time budget of Rel-19
· Three sub use cases are included: handover decision optimization RRM measurement prediction and failure handling
· How to evaluate the performance
· Two types of AI models (NW-side model and UE-side model) should be included
· LCM framework and the components identified by Rel-18 study item can be reused (e.g., model transfer/delivery and data collection for training), and some potential mobility-specific enhancement can be considered
[bookmark: _GoBack]
Observations and other proposals and are as below: 

Observation 1: RAN1 study has showed that the AI-based solutions for the six representative sub use cases can provide satisfying performance gain with/without considering generalization/scalability. 
Observation 2: RAN1 has done a thorough study on general LCM framework and the sub-use-case-specific specification impacts and achieved good progress. Some controversial parts are remaining, e.g., 
· On top of functionality-based LCM, whether to support Model-ID-based LCM additionally or not
· Whether model transfer is supported or not
Observation 3: RAN2 progress on the basic issues is on the track. RAN2 is expected to complete the study of basic features/components on time. 
Observation 4: RAN4 has a good starting for the study of AI/ML over air interface. It is expected RAN4 can complete the study on the basic issues (e.g., model inference, model/performance monitoring, test methodology for each sub use cases including two-sided model) in Q4 2023. 
Observation 5: AI/ML-based target cell/beam selection can improve mobility performance, e.g., reducing interruption time, short ToS, ping-pong rate, and HOF rate.
Observation 6: Compared to the legacy way with cell-specific parameters, AI/ML-based handover parameter tuning can be UE-specific and thereby brings in performance improvements.
Observation 7: Rel-18 BM study can be extended to AI/ML-based mobility to reduce measurement overheads.
Observation 8: AI/ML-based mobility can enable proactive failure avoidance before RLF, BF or HOF occurs, and facilitate fast recovery after a failure event happens.

Proposal 1: For Rel-19 AI/ML over the air interface, normative work is suggested for the fundamental components of the general AI/ML LCM framework that are well-studied Rel-18 SI and are applicable to all representative sub use cases, e.g., 
· Functionality-based LCM framework
· Model inference
· Model/performance monitoring
· Data collection for inference, monitoring and offline training
Proposal 2: For Rel-19 AI/ML over the air interface, support normative work for 
· All six representative sub use cases identified in Rel-18 study item
· Both one-sided model (including UE-side model and NW-side model) and two-sided model
Proposal 3: For Rel-19 AI/ML over the air interface, support RAN4 normative work on the test methodologies and requirement for
· All six representative sub use cases including the case with the two-sided model
· Basic LMC components (e.g., model inference, model/performance monitoring)
Proposal 5: For Rel-19 AI/ML over the air interface, support a RAN2-led study item including AI/ML-based mobility.
Proposal 6: For AI/ML-based mobility studies, two types of AI/ML model should be included: 
· Network-side model
· UE-side model
Proposal 7: For AI/ML-based mobility, study the evaluation and specification impacts at least for the following aspects:
· Handover decision optimization 
· RRM measurement prediction
· Failure handling
Proposal 8: For AI/ML-based mobility, the general LCM framework discussed in Rel-18 AI/ML can be reused as much as possible, especially for model transfer/delivery and data collection for training. Any mobility-specific AI enhancement is still not precluded if needed.
Proposal 9: L3 mobility will be the starting point for AI/ML-based mobility enhancement. Whether introducing AI/ML for LTM will be discussed depends on the time budget of Rel-19. 
Proposal 10: Discuss how to evaluate the performance of AI/ML-based mobility.
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Appendix: Evaluation results for AI/ML-based mobility
Below are some preliminary results we obtained, showing the gains brought by AI/ML on mobility enhancement.
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Fig. 7.1-1: Predictive distance error between the predicted trajectory and the actual UE trajectory.
Encoder-decoder LSTM is adopted to predict the trajectory in the next 5s by using UE locations in the prior 5s as model input. The input UE location is a coarse-grained one, with measurement error up to 3m, modelling the scenario where UE’s precise position is unavailable, e.g., due to privacy concerns. High prediction accuracy (around 3m average error) can be achieved when the UE speed is less than 15km/h.
[image: ]

Fig. 7.1-2: The success rate of handover when cell load of cells varies.
The baseline is a legacy method that chooses the target cell with the maximum measured RSRP. Overloading cells (i.e., the number of connected UEs reaches the cell load threshold) will deny the access request of newly arriving UEs. A Deep Q-learning Network (DQN) is applied with RSRP, (RSRP+network load), or (RSRP+network load+cell sector distribution) as model input to reflect a network-side model for handover without resource reservations. Less access will be denied if the DQN model captures more contextual information.
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Fig. 7.1-3: Throughput performance of AI-driven and non-AI methods.
Contextual bandit is used to assist T304 dynamic adjustment with the UE position as bandit and candidate target cells as arms. The reward of the reinforcement learning algorithm is set to be the total throughput after connecting to a cell. The 5000-time trained model achieves a 32.9% throughput gain in testing, showing the great potential of AI/ML.
Table 7.1-1: Failure event prediction using real data obtained from the Technical University of Denmark LTE drive test
	UE speed
	≤15km/h
	>15km/h

	Correct prediction
	91.53%
	90.2%

	False alarm
	0.77%
	4.63%

	Missed failure
	60.62%
	50.76%


An LSTM model is used to predict RSRPs in the next 20s for failure detection. In most of the cases, there is no failure event and the model can correctly foresee that, thus a pretty high correct prediction rate.
Note: The prediction of a failure event is hard to be 100% accurate. There are two factors that we need to minimize when inaccurate predictions happen. The first one is the false alarm of a failure event, e.g., declare an RLF when the channel is still good. It would lead to unnecessary proactive handover, thus impairing the UE throughput. The second one is missed detection, since the prediction aims to find those failure events as much as possible. Minimizing those two factors at the same time is hard as the decrease of one often results in the increase of the other. Given that missed detection would not deteriorate UE performance compared to the legacy, reducing the false alarm rate should be given priority when the two factors contradict each other. 
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