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1. [bookmark: _Toc355779204][bookmark: _Toc354586742][bookmark: _Toc354590101]Introduction
In the RAN plenary RAN#100 Rel-19 workshop, it has been identified in the RAN chairman’s summary that there is a strong support to further evolve XR in Rel-19 [1].
2. [bookmark: _Ref144296963] Nokia’s view on the XR enhancements WI justification
In the scope of Rel-19 XR discussions, there have been several topics brought up by companies, and discussions on the potential objectives for XR in Rel-19 are ongoing. The following sections outline our views and background on selected topics related to Rel-19 XR in RAN.
2.1. Scheduling restrictions and RRM measurement enhancements​
As discussed during the Rel-18 SI on XR enhancements for NR, performing RRM measurements does not come for free, as there are cases where these imposes scheduling restrictions, either due to potential measurement gaps for inter-frequency RRM measurements, or alike restrictions for FR2 intra-frequency RRM measurements. Accounting that scheduling restrictions apply, on SSBs to be measured, starting from one symbol before and ending one symbol after each SSB, it in practice means that every slot where SSBs are to be measured is restricted from scheduling, according to the RAN4 restrictions. This can result in a UE not being available for scheduling by the network in nearly 25% of the time if, e.g., 64 SSBs are to be measured and assuming SMTC windows of 5ms occurring every 20ms. The system-level performance degradation from the mentioned scheduling restrictions in FR2 have been evaluated in several contributions to both RAN1 and RAN, showing a capacity loss ranging from about 5% to more than 50%, depending on the assumed packet delay budget (PDB) and SMTC configuration. The performance degradation is summarized in Table 1 and Figure 1. More details about the results and corresponding simulation assumptions can be found in [2]. Therefore, relaxation of the scheduling restrictions based on network configuration is needed to improve the XR capacity, at least in medium to low mobility scenarios.
[bookmark: _Ref144119786]Table 1. Number of satisfied XR users per cell for different SMTC configurations in FR2, DU, 30 Mbps
	 
	CG (PDB: 15ms)
	AR/VR (PDB: 10ms)
	Capacity loss w.r.t. no scheduling restrictions

	
	
	
	CG (PDB: 15ms)
	AR/VR (PDB: 10ms)

	W/O scheduling restrictions
	9 UEs
	7 UEs
	-
	-

	SMTC 1 (20,5)
	6.2 UEs
	3.1 UEs
	31%
	56%

	SMTC 2 (20,3)
	8 UEs
	5.1 UEs
	11%
	27%

	SMTC 3 (20,2)
	8.5 UEs
	6.5 UEs
	6%
	7%

	SMTC 4 (40,5)
	7.3 UEs
	4.1 UEs
	19%
	41%

	SMTC 5 (40,2)
	8.6 UEs
	6.6 UEs
	4%
	6%
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(a) CG in FR2 at 30Mbps 
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(b) AR/VR in FR2 at 30Mbps


[bookmark: _Ref144119803]Figure 1 - Percentage of satisfied XR users obtained from system-level simulations for DU at FR2 with 30 Mbps and 99% of XR frames received within PDBs of 10ms and 15 ms, with/without scheduling restrictions during SMTC periods.
Proposal 1: Specify enhancements for reducing the scheduling restrictions for FR1 and FR2 inter-frequency RRM measurements with measurement gaps and FR2 intra-frequency measurements w/o measurement gaps. [RAN1, RAN2, RAN4]. Example enhancements include:
· Network-centric scheduling restriction avoidance enabled by explicit gNB-2-UE signalling.
· UE -centric scheduling restriction avoidance enabled based on network configuration and/or standardized rules. The need for specific UE-2-gNB signalling may also be considered.
2.2. Further DRX enhancements
In Rel-17 and Rel-18 RAN study phases of XR over NR performance (see 3GPP TRs 38.838 and 38.835), the analysis of power saving techniques has showed that large gains can be achieved when power saving mechanisms are properly designed and configured according to XR traffic characteristics. However, the interplay between power saving techniques like DRX and other features has not been properly investigated. For example, configuring the DRX cycle according to the XR traffic pattern, when considering periodic measurements and scheduling restrictions, may be challenging and result in suboptimal configurations. Specifically, measurements performed at the beginning of the active time of the DRX cycle increases the transmission latency especially when data arrived during an earlier DRX inactive period. Additionally, when grants are allocated to match the active time of the DRX cycle, then gNB cannot react to late UL or DL arrivals. These late arrivals must be handled in the following DRX cycle, thus increasing the packet delay. 
Proposal 2: RAN2 to specify DRX enhancements including new timers and procedures to extend active time to further minimize the delay due to DRX procedures when combined with other schemes like RRM measurements gaps, multi-PxSCH scheduling, and Rel-18 CG enhancements.
2.3. CQI enhancements for CBG based Transmissions​
Given large payloads for XR cases, code block group (CBG)-based transmissions are attractive as a mean to have resource-efficient transmissions to improve capacity. However, to fully gain from CBG-based transmissions, there is a need to have efficient link adaptation methods tailored for the CBG-based transmissions through enhanced CQI (eCQI). We have previously shown in [3] that the wide channels required to carry the XR data exhibit varying quality across CBGs – Figure 2.
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[bookmark: _Ref144115227]Figure 2 - SNR values per CGB in a single TB
These enhancements can control a maximum amount of failed CBGs per each transport block transmission which in turn helps with the timely reception of packets within the XR services’ strict delay budgets. The potential benefits are shown in Figure 3 below.
[image: ]
Figure 3 - Improved XR capacity with improved CGB based CQI reporting
Further enhancements to the legacy CQI methods to accommodate CBG-based transmission are not excluded.  
Proposal 3: RAN1 to enhance CQI report that ensures that only a certain maximum subset of CBGs will need retransmission with a controllable probability. Other enhancements to CQI to accommodate CBG-based transmission are not excluded.
2.4. Carrier Aggregation enhancements for XR 
XR applications require high data rates and low UE power consumption. Simultaneously fulfilling these requirements can be very challenging. Carrier aggregation (CA) with optimized SCell activation/deactivation based on instantaneous channel and traffic conditions can provide a good trade-off between high data rate and low UE power consumption requirements. However, SCell activation delay is a well-known problem limiting the practical applicability of fast and dynamic SCell activation/deactivation. SCell activation delay may consist of the combination of one or more delay components:
· First, the delay associated with gNB acquiring the necessary measurement reports that are needed to trigger configuration (and activation) of SCells. This was addressed by the introduction of early measurement reports in LTE (Rel-15) and NR (Rel-16). 
· Second, the delay associated with the need for the UE to perform automatic gain control (AGC) tuning and time/frequency synchronization after receiving an activation command from the gNB, and before the UE can start operation on the corresponding SCell. This was addressed by the specification of fast SCell activation in Rel-17.
· Third, if the SCell activation is triggered by e.g., UL traffic, the delay associated with the UE triggering and sending a scheduling request or buffer status report (BSR) to the gNB. 
To address this third delay component, enhancements to the currently specified CA framework are needed to further reduce the SCell activation delay in case SCell activation is triggered by specific conditions that are met at the UE, such as UL traffic arriving in the UE buffer.  
Proposal 4: RAN2 to specify enhancements to further reduce the SCell activation delay for cases, where SCell activation is UL-initiated, e.g., specify solutions for network-controlled UE-initiated SCell activation. 
2.5. Enhancements for scalable L2 processing with high data rates 
Certain properties of the current NR protocol stack make the processing requirements scale poorly as the data rate – and rate of IP packets - grows very high. Firstly, every IP packet requires its own security-algorithm invocation at PDCP, as well as headers at each of PDCP, RLC, and MAC where concatenation finally takes place. 
This is alleviated by introducing concatenation higher in the protocol stack, applied e.g., within PDU Sets, making security processing and RLC, MAC headers apply per PDCP PDU, not per PDCP SDU. Table 2 shows the achievable overhead gains, in terms of both L2 headers/trailers and security-algorithm invocations. The bottom line tells that overhead reduction is achieved already when N=2 PDCP SDUs are concatenated into a PDCP PDU. Meanwhile, there is potential to concatenate as many as N=60 1500-byte PDCP SDUs for XR traffic of 45 Mbps assumed in R17/R18 evaluations (90 Kbytes data frames every 16 ms [TR 38.838]). Data rates up to 200 Mbps are being considered in SA4 [TR 26.928], suggesting even a higher number of concatenated PDCP SDUs.
Table 2. Gain analysis on PDCP concatenation
	
	Overhead per PDCP PDU.

	(Overhead type)
	..by current standard, containing 1 PDCP SDU:
	..with N PDCP SDUs concatenated:

	Invocation of security algorithm
	1
	1

	PDCP header (assuming 18-bit SN)
	3 octets
	3 octets

	
	
	2 x (N-1) octets of SDU-Length Indicators in PDCP header additionally

	PDCP trailer (MAC-I for integrity)
	4 octets 
	4 octets 

	RLC header(s) 
	1 octet (UM mode) or 3 (AM) 


(Assuming no segmentation)
	2 and 4 octets (UM mode) i.e. one header per each of assumed two resulting segments, only the tail requires the SO field. 
(3 and 5 octets in AM)

	MAC sub-header(s) 
	3 octets (due to the longer 16-bit Length field, assuming the SDU is longer than 256B)
	3+3 octets (one sub-header per segment).

	Total per PDCP SDU
	1 algorithm invocation and 11 octets of PDU headers
(Assuming RLC UM and no segmentation)
	1/N algorithm invocation and 17/N + 2 octets of PDU headers 
(Assuming RLC UM and segmentation into 2 MAC PDUs)



Secondly, integrity protection of every IP packet can be required from PDCP. Applying integrity protection to only a subset of packets can also eventually detect an ongoing packet insertion.
Proposal 5: RAN2 to specify enhancements for more scalable L2 processing at high data rates. Example enhancements include:
· Introduce concatenation of SDUs into a PDU and per-PDU security processing at PDCP
· Introduce partial integrity protection, where integrity protection is applied to a concealed subset of all PDCP SDUs on a DRB.
NOTE: Addressing scalable L2 processing is also proposed as a separate study, which is also a good way forward [RP-232430].
2.6. Rate control for delay-critical GBR in UL
XR applications require rate control to manage the sharing of uplink resources among logical channels having data to transmit in the uplink direction. NR relies on the logical channel prioritization function (LCP) for that purpose. RRC controls LCP by giving each logical channel a priority, a prioritised bit rate (PBR), a bucket size duration (BSD) and a list of possible restrictions (controlling which configured cells, numerologies, PUSCH transmission duration and Configured Grant type the logical channel can use), as depicted in Figure 4. 
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[bookmark: _Ref144121118]Figure 4 - LCP to distribute UL grant resources among logical channels
In scenarios where LCP restrictions can be put in place to isolate Delay Critical GBR (DC-GBR) services by mapping them on distinct resources (may it be cell, numerology…), it is obvious that through scheduling (dynamic or SPS), the gNB has direct control of the DC-GBR bearers and can always ensure that the Maximum Data Burst Volume (MDBV) over PDB duration is never exceeded and that the Guaranteed Flow Bit Rate (GFBR) over the Averaging Window (AW) is fulfilled. However, in scenarios where LCP restrictions cannot isolate DC-GBR services from each other and/or from other services, the gNB has limited control of the bearers’ usage of the UL grant and their supported QoS. LCP restrictions present limitations of applicability depending on the deployment scenario and scalability issues in case of multiple DC-GBR bearers per UE. 
For instance, the current LCP procedure at UE’s MAC allows fulfilling either the GFBR or the MDBV (over PDB) rate requirement for DC-GBR bearers, but not both.
· If the logical channel is served resources based on its average rate (i.e., PBR = GFBR), there are no guarantees that up to MDBV can be sent within PDB
· If the logical channel is served resources based on its burst peak rate (i.e., PBR = MDBV/PDB > GFBR), larger and/or more frequent UL grants need to be provided to the UE to satisfy the remaining logical channels (reduces cell capacity)
If no larger or more frequent UL grants are provided to the UE, there is risk of starvation for logical channels with lower priority 
Proposal 6: RAN2 to specify enhancements to the current LCP procedure to allow serving DC-GBR logical channels according to their QoS requirements (i.e. efficient and separate enforcement of MDBV/PDB and GFBR in UL).
2.7. Study XR+eMBB mixed traffic scenarios
In the previous Rel-17 and Rel-18 RAN study phases of XR over NR performance (see 3GPP TRs 38.838 and 38.835), the system-level simulation (SLS) assumptions for XR capacity and UE power consumption evaluations were agreed. It included various scenarios and frequency ranges, but only cases where all the offered traffic was XR (aka XR-only cases). For such XR only cases, it was found that the maximum XR capacity is typically achieved when the system is fractionally loaded, with an average physical-layer resource block utilization around 40%-60% depending on the specific scenario and source data rates and latency requirements for XR. Because of such fractional load conditions, the inter-cell interference is far from what will be observed under full load conditions. However, it is probably unrealistic to assume 5G NR carriers where only XR traffic is carried. A more realistic case is a mixture of multiple traffic types, where both eMBB and XR traffic are carried on the same carrier. For such cases the eMBB traffic will contribute to higher resource block utilization, and as consequence cause more interference towards the XR users that have stricter QoS/QoE constraints. Example of this is shown in Figure 5.
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[bookmark: _Ref144116535]Figure 5 - Example of reduced DL XR capacity due to eMBB traffic interference
It is also worth pointing out that certain features are only worth evaluating in the context of mixed traffic. For example, a large topic in Rel-18 XR discussion has been the BSR quantization error. Yet it is only in mixed traffic scenarios where the benefits of lower quantization error can be utilized as XR devices are mostly delay rather than capacity limited. It is then the background eMBB traffic that benefits from more accurate BSR reporting by the XR devices. This is shown in Figure 6, where the current 3GPP short and long BSR table reports are compared to ideal buffer status.
We therefore propose to extend the current XR SLS cases by adding a case where system is also loaded with eMBB background traffic. The modelling of the best effort eMBB traffic could be full-buffer, FTP3, or something else. Having a commonly agreed scenario to study the joint XR and eMBB performance is therefore desirable. Among others, this will also allow studying potential enhancements to the XR performance in the presence of eMBB, potentially via interference mitigation methods to control or suppress eMBB to XR induced interference.
Proposal 7: RAN1 to extend the XR system-level simulation assumptions in 3GPP TR 38.835 to include a case also with background best effort eMBB traffic. Study and specify interference mitigation techniques in deployments with XR and eMBB traffic (mixed traffic scenario) to further improve the joint XR and eMBB performance.
[image: ]
[bookmark: _Ref144116903]Figure 6 - BSR quantization error impact on eMBB traffic in the presence of prioritized XR traffic
2.8. Multi-modality aspects in RAN
At the RAN100 meeting in June many contributions focused on the topic of coordination of multi-modal traffic flows. Multi-modal traffic flow coordination was studied in SA2 in Release 18 XRM study item as described in Key Issues #1 and #2 in TR 23.700-60. The TR has various solutions where CN provides RAN information about the grouping and coordination needs of traffic flows for purposes such as admission control, delay harmonization, QoS retainment or mobility management. At the end of the study, it was however concluded that there is no sufficient benefit or need for the 5GS to perform this type of coordination on behalf of the AF/application beyond the ability for AF to indicate that certain traffic flows for which AF requests QoS belong to the same application session by providing a common Multi-Modal Session ID about them for the PCF. No additional information is provided to the RAN and there is no expectation for any RAN impacts. 
Depending on further progress in SA, an objective to address limited RAN enhancements to support SA solutions on XR multimodality could be included in the WI, if there is clear conclusion/agreement from SA that RAN enhancements are needed (to support the agreed SA enhancements).
Proposal 8: RAN2 to consider SA2 progress and conclusions as a basis for potential multi-modality work in Rel-19.
3. Nokia’s view on the XR enhancements WI objectives 
Based on the topics and corresponding enhancements discussed in Section 2, example objectives of a Rel-19 WID on further XR enhancements for NR could be:
· [bookmark: _Ref115097241]Specify enhancements for reducing the scheduling restrictions for FR1 and FR2 inter-frequency RRM measurements with measurement gaps and FR2 intra-frequency measurements w/o measurement gaps. [RAN1, RAN2, RAN4]. Example enhancements include:
· Network-centric scheduling restriction avoidance enabled by explicit gNB-2-UE signalling.
· UE -centric scheduling restriction avoidance enabled based on network configuration and/or standardized rules. The need for specific UE-2-gNB signalling may also be considered.
· RAN2 to specify DRX enhancements including new timers and procedures to extend active time to further minimize the delay due to DRX procedures when combined with other schemes like RRM measurements gaps, multi-PxSCH scheduling, and Rel-18 CG enhancements.
· RAN1 to enhance CQI report that ensures that only a certain maximum subset of CBGs will need retransmission with a controllable probability. Other enhancements to CQI to accommodate CBG-based transmission are not excluded.
· RAN2 to specify enhancements to further reduce the SCell activation delay for cases, where SCell activation is UL-initiated, e.g., specify solutions for network-controlled UE-initiated SCell activation. 
· RAN2 to specify enhancements for more scalable L2 processing at high data rates. Example enhancements include:
· Introduce concatenation of SDUs into a PDU and per-PDU security processing at PDCP
· Introduce partial integrity protection, where integrity protection is applied to a concealed subset of all PDCP SDUs on a DRB.
NOTE: Addressing scalable L2 processing is also proposed as a separate study, which is also a good way forward [RP-232430].
· RAN2 to specify enhancements to the current LCP procedure to allow serving DC-GBR logical channels according to their QoS requirements (i.e. efficient and separate enforcement of MDBV/PDB and GFBR in UL).
· RAN1 to extend the XR system-level simulation assumptions in 3GPP TR 38.835 to include a case also with background best effort eMBB traffic. Study and specify interference mitigation techniques in deployments with XR and eMBB traffic (mixed traffic scenario) to further improve the joint XR and eMBB performance.
· RAN2 to consider SA2 progress and conclusions as a basis for potential multi-modality work in Rel-19.
NOTE: Discussion on 2RX for XR wearables can also be considered in Rel-19, if Rel-18 does not conclude on the topic.
4. Conclusion
In this document we present our views for Rel-19 further XR enhancements in RAN working groups. The topics discussed in Section 2 are intended to highlight issues with respect to Rel-18 status and present opportunities for improvement. In summary, the identified topics for enhancements are:
1. Scheduling restriction enhancements
2. Further DRX enhancements (e.g.  DRX & MGs/multi-PxSCH/UTO-UCI)
3. CQI enhancements for CBG-based transmissions
4. Enhancements for reduced UE-initiated SCell activation delay (e.g. NW-controlled UE-initiated SCell activation)
5. Enhancements for scalable L2 processing at high data rates (e.g. PDCP concatenation and partial integrity protection)
6. Enhancements to logical channel prioritization procedure for delay-critical GBR
7. XR evaluations with XR and eMBB traffic mix and potential enhancements (e.g. interference mitigation methods)
8. Depending on SA progress and conclusions, address possible RAN side impacts on intra and/or inter UE multi-modality support for XR
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