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1	Introduction
At the Rel-19 RAN Workshop in June, we provided our initial views on the evolution of AI/ML for NG-RAN in Rel-19 [1]. In this paper, we further discuss the motivation for a Work Item and suggest possible WID objectives.
2	Discussion
2.1	Motivation
Rel.18 focused on introducing AI/ML in the RAN by prioritizing three use cases, namely AI/ML Load Balancing, AI/ML Mobility Optimization and AI/ML Energy Saving. In Rel.18, Model Training and Model Inference may be located in the OAM or in the NG-RAN node (specifically the gNB-CU). The decision to locate the AI/ML functionality in the gNB-CU was reasonable since all the prioritized use cases considered cell-based actions, such as handover from a cell to another, cell switch-off and offloading of one or more users from a cell to another, to give a few examples. 
On another aspect, in currently ongoing Rel-18 study on AI/ML Air Interface (RAN1-led) use cases with focus on gNB-DU operations are being considered, e.g., CSI compression and beam management. Additionally, the Rel.18 work item on Network Energy Saving (RAN1-led) considers lower layer functionalities to save energy, such as beam switch-off/on, cell DRX/DTX operation, etc. Naturally, enabling nodes to predict those lower layer actions could further provide insights on the network actions in the near future. For efficiency in the data collection process, it is preferrable to introduce AI/ML functionality close to where data is available. If data is available at the gNB-DU, it is more efficient to let gNB-DU locally train an AI/ML model and share the Model Inference with its gNB-CU. 
Observation 1:	For AI/ML actions pertaining to gNB-DU operations, AI/ML functionality in the gNB-DU is a more efficient solution. 
Trajectory prediction has been a key enabler in AI/ML for NG-RAN. In Rel.18, predicted trajectory is limited only to the cells of the target NG-RAN node and is used during handover to provide information to the target node on the possible cells that a UE will visit in the target node. However, posing a limitation that predicted trajectory only spans the cells in the target node reduces the possible gains that could be achieved since a target node can itself predict (possibly even better than the source) paths followed by a UE across its own cells. On the other hand, multi-hop UE Trajectory prediction, where the predicted trajectory includes nodes that will be serving the UE after the first target node, could be a useful tool at a node to predict incoming load in its cells, for example for Energy Saving purposes. 
Observation 2:	Multi-hop Trajectory prediction provides more valuable information to the receiving target node as opposed to Trajectory prediction limited to the cells of the target node.
Even though in Rel.18 we considered only cell-based Predicted UE Trajectory, beam-based granularity could provide a different level of detail in the UE movement and could enable beam-based actions to be optimized. 
Observation 3: Trajectory prediction of beam-based granularity enables optimization of beam-based actions.
MDT framework has traditionally been used by an operator to collect data from UEs to monitor coverage and performance over its network. MDT has been a useful framework that has, however, not been optimized for AI/ML data collection. An NG-RAN node receives an MDT measurement configuration from the management plane, characterized by an OAM-defined Trace Reference. An NG-RAN node may use the MDT measurements provided by the UE, but it cannot modify the measurement configuration provided by OAM. The measurement configuration is characterized by the Trace Reference and the collected measurements, therefore, need to match the provided configuration.
However, there could be cases where an NG-RAN node may need to modify the received configuration from OAM for optimal data collection. One reason could be if an NG-RAN node needs to (re)train an AI/ML Model or to execute AI/ML Model Inference that needs a different measurement configuration for the data collection. This is possible since OAM may not know the exact Model (re)training needs at an NG-RAN node, dependent on its local environment, that would correspond to an optimal data collection configuration (e.g., pertaining to amount of data, logging interval, etc). Furthermore, if training is in the NG-RAN node, the latter may monitor performance of the AI/ML Model which may mean that the NG-RAN node may find it necessary to update the configured measurements to better monitor performance.  
Observation 4:	MDT data collection mechanism is not optimized for AI/ML Training in the NG-RAN and lacks flexibility. 
In AI/ML for NG-RAN Rel.18 discussions, it was agreed that there are benefits in continuous MDT data collection for AI/ML Training in OAM, where continuous MDT data collection was defined to enable collection of MDT data from the same UE across RRC state transitions. However, MDT continuity discussions could not reach a consensus and this topic will not be further pursued in Rel.18. Another topic from Rel.18 that could not reach consensus is the topic of AI/ML Energy Saving. RAN3 spent a lot of effort to identify the right metric to measure a cost with respect to Energy but it was hard to converge on how to reflect an additional load and therefore support of predicted Energy Cost based on an additional load was left out of Rel.18. In our view, the AI/ML Energy Saving solution can be improved if a target node provides predictions on an inferred Energy Cost that a certain load, if offloaded by a neighbouring node, will cost to the target node.
Observation 5:	Some deferred Rel.18 topics are important to improve the solutions pertaining to the prioritized Rel.18 use cases. 
2.2	Potential objectives
Originally, it was planned to allow a Rel.18 study that could possibly consider new use cases to be evaluated and studied. In our view, despite the work in Rel.18, several important aspects related to the existing use cases remain, which in our view should be further considered before we proceed to study new topics. Therefore, we think that a Rel.19 work item is needed. This work item will be led by RAN3, though coordination with SA5 may be needed.
The proposed objectives of the Work Item are as follows:
-	AI/ML Enhancements to trajectory prediction to include:
[bookmark: _Hlk144297257]-	Multi-hop UE Trajectory prediction 
-	UE Trajectory prediction with beam-level granularity
-	AI/ML Enhancements to Network Energy Saving strategies to include
[bookmark: _Hlk144297308]-	Beam-based AI/ML actions 
-	Predictions of cell DTX/DRX patterns
-	Predictions of sleep durations
-	AI/ML training and inference in the gNB-DU
-	MDT data collection enhancements to enable flexibility for AI/ML Training in the NG-RAN
-	Deferred topics from Rel.18: continuous MDT and Predicted Energy Cost based on additional load.
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In this paper, we discussed the motivation for a Rel-19 WI on AI/ML for NG-RAN and made the following observations:
Observation 1:	For AI/ML actions pertaining to gNB-DU operations, AI/ML functionality in the gNB-DU is a more efficient solution. 
Observation 2:	Multi-hop Trajectory prediction provides more valuable information to the receiving target node as opposed to Trajectory prediction limited to the cells of the target node.
Observation 3: Trajectory prediction of beam-based granularity enables optimization of beam-based actions.
Observation 4:	MDT data collection mechanism is not optimized for AI/ML Training in the NG-RAN and lacks flexibility. 
Observation 5:	Some deferred Rel.18 topics are important to improve the solutions pertaining to the prioritized Rel.18 use cases. 
The following is proposed:
Proposal 1:	We propose to have a Rel.19 AI/ML for NG-RAN Work Item, led by RAN3, that will enhance the existing Rel.18 use cases.
The proposed objectives of the work item are as follows:
Proposal 2:	Introduce AI/ML Enhancements to trajectory prediction, including Multi-hop UE Trajectory prediction and UE Trajectory prediction with beam-level granularity.
Proposal 3:	Introduce AI/ML Enhancements to Network Energy Saving strategies, including beam-based AI/ML actions, predictions of cell DTX/DRX patterns, and predictions of sleep durations.
Proposal 4:	Introduce AI/ML training and inference in the gNB-DU.
Proposal 5:	Introduce MDT data collection enhancements to enable flexibility for AI/ML Training in the NG-RAN.
Proposal 6:	Deferred topics from Rel-18: continuous MDT and Predicted Energy Cost based on additional load. 
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