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Introduction
A new study item on ambient IoT [1] has been approved in the RAN#97e meeting. In this contribution, we give our views on the following topics:
Energy Storage
Coverage Requirements
Coverage Analysis
RF energy charging limitations
Maximum message size
Latency
Demodulation capabilities
Carrier Wave Information
SID Scope
Feasibility Assessment
Required functionalities

Energy Storage 
The following editor’s note describes the open issues in section 4.3 WRT to energy storage values E1 and E2: 
Editor's note: Values of E1 and E2 are FFS, and it is possible that E1 = E2, in which case storage 2 and 3 could be replaced by a single description such as "limited energy storage".
Editor's note: FFS whether to include device function; whether to include a target maximum power consumption for each device; whether/how to describe what stored energy is used for; if combinations of these devices are considered

The problem with defining E1 and E2 is that the required energy storage is highly dependent on application specific variables, such as “how much data needs to be sent” and “how often”. It will also depend on how much energy is being harvested to restore the energy storage. 

The worst-case amount of energy used to send data can already be calculated based on the agreed Max Power Consumption and Min Data Rate:
Energy =  Max power consumption / Min Data Rate * Amount of data to send

For example, if 1000bits need to be sent for Device C, then energy usage and require energy storage is
	(1 or 10mW) / (0.1 kbps) *1000 = 10-100 mW*s

One way to define E1 and E2 is in terms of transmission time or number of messages the device could transmit at worst-case coverage:
E1 equals energy required to transmit 1 message of  maximum message size at worse case coverage
 E2 equals energy required to transmit > 1 message of maximum sized message at worse case coverage
 
Coverage Requirements
The SA1 coverage requirements per use case are indicated in the following table:
	Scenario
	Communication Range

	Automated warehousing
	30m indoors

	Medical instruments inventory management and positioning
	50m indoors, 200m outdoors

	Medical instruments online modification
	50m indoors

	Smart Grids
	50-200m (typically outdoors)

	Non-Public Network for Logistics
	<30m indoors

	Smart Home
	10-30m

	Airport Terminal/Shipping Port
	FFS

	Remote Lost Item (Finding)
	10m

	Location Services (indoors)
	NA

	Ranging (finding items w/in a home)
	10m

	Machine Room Supervision
	30m indoors

	Shopping Mall Positioning
	10m

	Automated Supply Distribution
	600,000 m^2

	Activation/Deactivation
	NA

	Forest Fire Monitoring
	150m

	Smart Agriculture
	30-100m



Based on the above table, the following observations can be made:
The SA1 outdoor use cases require a maximum coverage of 200m.
The SA1 indoor use cases require a maximum coverage of  50m.

Given we want A-IOT to support as many use cases as possible, 200m is a good practical coverage target. 
The outdoor UL and DL target coverage from a A-IOT device to a micro BS or macro BS should be 200m.
The indoor UL and DL target coverage from a A-IOT device to an intermediate node, assisting node or BS should be 50m.


[bookmark: _Ref136599130]Coverage Analysis
This section provides analysis of what are possible or feasible coverage distances given certain assumptions which are provide in Appendix I.

[bookmark: _Ref136846188]Device A:  Using RF Energy harvesting, distance from carrier wave source to A-IoT Device A:
If only RF energy harvesting is used by a type A device, the device A needs to be close enough to the carrier wave such that it can harvest enough energy to operate (this is also called the wake-up point). The amount of energy it needs will depend on the implementation. The current state of the art requires a carrier wave of at least -30dBm [4], where most commercial RFID devices are around -20dBm; we evaluate between -20 and -35dBm. Since this distance will be small, it is unlikely that a macro or micro-BS will be close enough to be a carrier waver source, thus only UEs were considered to be carrier wave sources. UEs typically have TX power maximums of +23 or +26 dBm so these values were used for evaluation. 

	Min Rx Carrier Wave
(Wake-up point)
	Carrier wave TX Power
	Distance from Carrier Wave Source (m)

	-20 dBm
	+23, +26 dBm
	2.2, 2.7

	-25 dBm
	+23, +26 dBm
	3.0, 3.6

	-30 dBm 
(current state of the Art)
	+23, +26 dBm
	4.0, 5.0

	-35 dBm
	+23, +26 dBm
	6.3, 8.9

	-40 dBm
	+23, +26 dBm
	11.2, 15.9


Note: This measurement does not apply to Device B or C as it assumes Device B and C are powered from the energy storage. 
Given the current state of the art technology and a maximum transmit power of +26 dBm, the carrier wave source must be within 5m to wake-up/activate a device type A. This is not within the coverage target of 50m.
Device A:  UL distance A-IoT device to intermediate/assisting node or BS:
This section includes an analysis of potential supported distances when a device type A receives different power levels from a carrier wave source and then backscatters the signal to an intermediate or assisting node, micro-BS, or macro BS. The range of the carrier wave source received powers analyzed was -40 to -20 dBm, which corresponds to the wake-up point range analyzed above. For reference, the distances, assuming a +23dB UE is sending the carrier waver, are also included in the table. 
	Receiver Type
	Carrier Wave Power Rcvd at A-Iot Device
	Distance from carrier wave to Device
	Distance to a Receiver (m)

	Inter/Assisting Node
	-40, -30, -20 dBm
	11.2m, 4.0m, 2.2m
	10.4, 19.0, 34.8

	Micro Base Station
	-40, -30, -20 dBm
	11.2m, 4.0m, 2.2m
	43.7, 126, 239

	Macro Base Station
	-40, -30, -20 dBm
	11.2m, 4.0m, 2.2m
	71.3, 213, 495



Given the current state of the art wake-up point of -30dBm, the following observation can be made:
It is NOT feasible for Device type A to support UL indoor range of >50m nor UL outdoor range of >200m.

Device B:  UL distance device to intermediate/assisting node or BS:
This section includes an analysis of possible UL distances covered by a device type B through backscattering a signal to various receiver types with 10, 20, and 30 dB of reflection amplifier gain. The range of the carrier wave or backscatter source received power analyzed was -53,-40, -30 dBm. The -53dBm value was chosen as this results in a 50m range, which is the indoor coverage requirement from SA1. For reference, the distances, assuming a +23dB UE is sending the carrier wave, are also included in the table. 

	Receiver Type
	Reflection Amplifier Gain (dB)
	Carrier Wave Rcvd Power at Device (dBm) 
	Distance from carrier wave to Device
	Distance to a Receiver (m) 

	Inter/Assisting Node
	10
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	12.5, 27.4, 50.2

	Micro Base Station
	10
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	60.5, 190, 338

	Macro Base Station
	10
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	100, 393, 700

	Inter/Assisting Node
	20 
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	22.9, 50.2, 91.8

	Micro Base Station
	20 
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	160, 338, 601

	Macro Base Station
	20 
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	293, 700, 1246

	Inter/Assisting Node
	30
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	41.8, 91.8, 168

	Micro Base Station
	30
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	284, 601, 1068

	Macro Base Station
	30
	-53,-40, -30 dBm
	50m, 11.2m, 4.0m
	589, 1246, 2215



Based on the table, the following points can be made:
It is feasible for Device B with gain of >30dB to support 50m range from a carrier wave source and UL range of 50m to intermediate/assisting nodes.
It is feasible for Device B with gain of 30dB to support 50m range from a carrier wave/back scatter source and UL range of >200m to micro-BS nodes.
It is feasible for Device B with gain of 20dB to support 50m range from a carrier wave/back scatter source and UL range of >200m to macro-BS nodes.

Given the above points, the following observation can be made:
For Device type B with 30dB of gain, if the carrier wave is within 50m and the energy storage is charged, it is likely feasible to support the UL indoor range of >50m and UL outdoor range of >200m.

Device C:  UL distance device to intermediate/assisting node or BS:
In this section, we examine the potential UL coverage of device type C. In contrast to device types A and B, device type C does not employ backscatter-based communication in the UL. Consequently, this device type can transmit higher power levels. Based on the agreed maximum current of device type C is 1-10mW, transmit power levels of 0, 5, and 10 dBm were analyzed. The same set of receiver types were analyzed. 

	Receiver Type
	PA power (dBm)
	Distance to a Receiver (m) 

	Inter/Assisting Node
	+0, +5 , +10, dBm
	168, 227, 308

	Micro Base Station
	+0, +5 , +10, dBm
	1069, 1425, 1900

	Macro Base Station
	+0, +5 , +10, dBm
	2215, 2954, 3940



For Device type C with a +0 dBm PA,  it is likely feasible to support the UL indoor range of >50m and UL outdoor range of >200m. 

Device A/B/C:  DL distance from intermediate/assisting node or BS to device A/B/C:
It is assumed that all three types of devices can support demodulation. Additionally, it is assumed that the ability to demodulate is required for operation, thus this section includes an analysis of DL coverage for all three device types. The analysis in this section includes four distinct transmitter types: a UE /intermediate node/assisting node (+23 and +26dBm), a micro-BS, and a macro BS. The A-IOT receiver is modeled using four different receiver sensitivity values of -25, -50, -75, -100 dBm. Since the receiver sensitivity is a function of the complexity (i.e., noise figure), in theory, any device type could support any receiver sensitivity but given the complexity constraints agreed, the follow typical sensitivity ranges per device type are most likely:
Device A sensitivity : -25, -50 dBm
Device B sensitivity: -50, -75 dBm
Device C sensitivity: -75, -100 dBm

	Transmitter Types 
	Receiver Sensitivity (dBm)
	Distance to Device (m)

	UE/Intermediate/Assisting Node 
23dBm Tx Power
	-25, -50, -75, -100
	3.3, 15.1, 68.3, 310

	UE/Intermediate/Assisting Node 
26dBm TX Power
	-25, -50, -75, -100
	4.0, 18.1, 81.9, 371

	Micro Base Station
	-25, -50, -75, -100
	0, 31.8, 270, 1139

	Macro Base Station
	-25, -50, -75, -100
	0, 70.4, 656, 2768


Notes: It is assumed that the A-IOT protocol will ensure that demodulation and backscatter are not needed simultaneously (i.e., device first demodulates, then backscatters). 

Based on the table, the following points can be made:
It is feasible for A-IOT devices with receiver sensitivity of  -75dBm to support DL ranges of >50m to intermediate/assisting node, micro-BS or macro-BS.
It is feasible for A-IOT devices with receiver sensitivity of  -75dBm to support DL ranges of >200m to micro-BS or macro-BS.

Given the above points, the following observation can be made:
For Device type A, it is NOT feasible to support DL indoor range of >50m nor DL outdoor range of >200m.
For Device types B and C with a -75dBm receiver sensitivity and when the energy storage is charged, it is likely feasible to support the DL indoor range of >50m and DL outdoor range of >200m
RF Energy Charging limitations
Charging and powering A-IOT devices through RF energy can make use of existing infrastructure and communication links, however, there exist several challenges with implementation and modelling of such systems. For A-IOT devices that incorporate energy storage (i.e., device types B and C), incident power levels must be above a wake-up point which corresponds to the sensitivity of a RF energy harvesting system, as shown in 4.1. Currently, state-of-the-art RF charging systems have sensitivities in the range -30 dBm [4]. 

RF energy is characterized by being highly dispersive and susceptible to path losses making it available ambiently. Charging A-IOT devices solely through ambient RF energy eliminates the need for dedicated power transfer sources. Although the peak levels of ambient RF energy (e.g., 1-10 W/cm2 [5]) may be sufficient for charging A-IOT devices, ambient RF energy is highly stochastic and exhibits a low average power density (e.g., 0.1W/cm2 [6]). To achieve a predictable and reliable quality of service for A-IOT devices with energy storage, charging via only ambient RF energy alone is not feasible.
RF energy charging using ambient RF sources alone is unreliable and unpredictable since ambient RF energy fluctuates in time and location, and often doesn’t surpass the wake-up point where RF charging is possible. 

Charging devices through dedicated RF sources is an alternative to the ambient scenario. Dedicated RF sources (i.e. carrier waves), which may make use of signal transmission techniques such as beamforming to direct power at an A-IOT device, can increase charging range and reliability. Although this method of RF charging is more predictable than the ambient scenario, the operational range is still low. As shown in 4.1, a carrier wave source transmitting at +26 dBm will only provide a RF charging range of 5-meters. Increased RF charging range can be achieved by using higher power transmitters, but this may require implementing exclusion or safety zones to comply with EMF exposure limits. The achievable distance from humans to dedicated RF sources depends on the deployment scenario, which will vary greatly between the use cases. 
To provide reliable RF energy charging, a dedicated RF energy source (i.e., carrier wave) infrastructure transmitting high power (e.g. >30dBm) is likely needed.
In recent years, studies have been conducted to examine achievable gains on the sensitivity of RF energy harvesting systems through novel hardware designs. Common across models is a non-linear conversion efficiency for incident power levels to achieved output DC charging rates. Although a decrease in wake-up point (i.e., more sensitive systems) can allow for longer RF charging range, the conversion efficiency of the overall system is also decreased. For example, typical RF-DC conversion rates are 50% at -10 dBm, 30% at -20 dBm, and < 10% at -30 dBm incident power [4]. Additionally, highly sensitive RF charging circuits require novel design; most of these models include multiple stages and expensive components which greatly increases the complexity of such designs [7].
When RF energy charging at low SNRs (e.g. -30dBm and below), the efficiency of charging is very low (e.g. <10% [4] ).
To obtain high RF energy charging currents and low wake-up thresholds, the required circuitry becomes complex and expense and will likely not meet the complexity requirements for A-IOT agreed.

Charging devices using RF energy sources is dictated by the density of available RF power within an environment. Transmission techniques, such as directivity, increase the density of power within a region. Reception of RF power at the A-IoT device can be increased through making use of antennas with higher effective areas, however this disagrees with the guidance provided in the SA1 scope: “An ambient IoT device has low complexity, small size and lower capabilities and lower power consumption than previously defined 3GPP IoT devices (e.g., NB-IoT/eMTC devices)” [8].
To obtain high RF charging currents and lower wake up points, larger antennas can be used but this will create IoT devices larger than LTE-M/NB-IOT devices which is against the SA1 [8] guidance. 

A-IoT device types B and C require energy to be stored for future use. RF energy charging circuits typically make use of two storage elements: supercapacitors and batteries. When used for energy storage, both supercapacitors and batteries require sufficient input power to combat leakage current while charging and self-discharge currents when not charging. However, supercapacitors allow for charging at any voltage below the rated threshold, which increases integration flexibility and usage with varying levels of input RF power as compared to conventional batteries. Supercapacitors have a longer lifespan (i.e., rated for more charge/discharge cycles) than batteries, making them better suited for A-IoT devices requiring longer lifespans or more frequent transmission.
Both batteries and supercapacitor have leakage currents (e.g. 1-5 µA [9]), and the amount of RF energy charging current (e.g.  1-10uA) may not surpass the leakage by a large margin. 

Systems for RF energy charging include multiple components (e.g., antenna, RF-DC rectifier, DC-DC voltage multiplier, energy storage), each with their own efficiencies and operational thresholds. The observations mentioned above highlight the many complexities and nuances of RF charging systems. We recommended that additional time and resources be dedicated to assessing the feasibility of such design, especially how this lends to integration with existing 3GPP standards and infrastructure. 

The Rel 18 SID should include an objective to study solutions to support ambient and dedicated RF energy charging.
Maximum message size
This section discusses possible text proposals and proposals which can be used to populate section “5.5. Maximum message size (or maximum ‘TB’ size)” of the TR.

The purpose of section 5.5 in the TR is to provide some requirements for RAN WG level to further study and/or do protocol development.  Clearly the TB size should not be discussed at the RANPL level as this is a very detailed protocol choice and should be made by RAN WG.
The Maximum TB size shall not be specified in this RAN PL TR

What is useful input to RAN WG is what expected application-level traffic sizes are to be expect so that is the focus of the discussion in this section. 

UL Message Sizes Considerations:
For most applications, the UL message size will be fairly small in the order of 100 Bytes including application-level security headers (e.g. DTLS headers).  However,  during security key exchanges, the messages which can include certificates, will be much larger, in the range of 1000 Bytes.  Since support of standardized E2E security mechanism (e.g. TLS, DTLS, HTTPS) is required by many applications, the ability to send up to 1000 Byte efficiently should be supported. However this does NOT mean the TB size needs to be 1000 Bytes – clearly that is much too large. The RAN WG could consider an efficient fragmentation mechanism - a mechanism to break up large messages and into smaller messages (i.e. transport blocks) for transport.  

DL Message Size Considerations:
Similar to the UL, for most applications, the DL message size will be fairly small in the order of 100 Bytes including application-level security headers.  However, another important aspect of security for commercial systems is to be able to support security patches or firmware updates over the air (OTA). In all commercial (i.e. non-retail) IoT applications, the ability to update the stack and application with security patches OTA is an important requirement and often a reason why a wireless technology is not chosen.  Supporting OTA security patches will require the ability to efficiency support larger blocks of transfers of 100’s of KBytes. 

Based on the above, discussion the following text proposal for include in the TR is proposed
Text proposal for section 5.5. Maximum message size (or maximum ‘TB’ size)
5.5. Maximum message size (or maximum ‘TB’ size)
[bookmark: _Hlk136804796]Application messages sizes in the UL can infrequently be up to [1000] Bytes (e.g. during security exchanges) but normally are in the range of [10-100] Bytes. Application messages sizes in the DL can infrequently be 100’s of Kbytes (e.g. during firmware downloads) but normally are in the range of [10-100] Bytes. An efficient fragmentation solution to support application messages should be studied by RAN WGs. 

Latency
This section discusses possible text proposals to populate section “5.6. Latency” of the TR. The purpose of this section in the TR is to provide some requirements and guidance to RAN WGs to further study and/or do protocol development/evaluation thus the discussion in this section is focused on providing a TP for that purpose.  

Latency is often defined as control plane latency and user plane latency where control plane latency is the time it takes to send (DO) or receive a message (DT) starting from a low power state (e.g. idle mode) and where user plane latency is the time it takes to send or receive a message from a higher power state (e.g. connected mode). It’s unclear whether user plane latency will apply so no need to specify requirements around that now. Control plane latency needs to be further broken down into DO or DT control plane latency. 

DT Control Plane Latency:
Device terminated (DT) messaging is required for all representative use cases: Inventory, Sensors, Positioning, Command. The use case requirements for DT latency vary greatly and thus a range needs to be supported to provide devices with the ability to trade-off DT latency (i.e. sleep times) for battery life (i.e., similar to eDRX’s flexibility) so the maximum latency of 1 HR should be supported. The most stringent DT latency comes from the Command user case where minimum latency of  [hundreds of ms] is required (i.e. from SA1 [10]5.2 Medical Instruments Inventory – 1 sec,  5.14 Shopping Center = 0.5sec, 5.17 Device activation and deactivation, 5.26 Elderly Health Care – 1 sec, 5.30 Controller in Smart Agriculture – hundreds of ms). 

DO Control Plane Latency:
Autonomous device originated (DO-A) or device triggered device originated (DO-DTT) is required for all four use cases: Inventory, Sensors, Positioning, Command. The use case requirements for DO latency also vary significantly where minimum latency of  [hundreds of ms] is required 

Given the above discussion the following TP for the TR is proposed:
TP for TR
The device-terminated and device-originated target minimum latency is hundreds of msec.
 To support DRX, the device-terminated latency is selectable by the device to a maximum of 1HR.
Feasibility Assessment section 
In the latest TR [3], a new section "6.x	Feasibility assessment” has been added. This section will discuss possible input into that section. 
Coverage Feasibility
Given these proposed coverage requirements:
The outdoor UL and DL target coverage from a A-IOT device to an intermediate node, assisting node or BS should be 200m.
The indoor UL and DL target coverage from a A-IOT device to an intermediate node, assisting node or BS should be 50m.

Based on the coverage analysis in section 4, it is not feasible to meet the coverage requirements for device type A. Further based on the analysis of section 5, it may not be feasible to use only RF energy harvesting to charge the energy storage at the coverage requirements for device type B &C. 
More study is required to determine if it is feasible to meet the proposed coverage requirements.

Complexity Feasibility
Given these agreed upon complexity requirements:
For Device A, the complexity target is to be comparable to UHF RFID ISO18000-6C (EPC C1G2). 
For Device B, the target is such that: Device A complexity < Device B complexity < Device C complexity.
For Device C, the complexity target is to be orders-of-magnitude lower than NB-IoT.

There are several factors which indicate that meeting these complexity requirements will be very difficult. In general, these complexity requirements were assuming similar coverage and security requirements to legacy protocols such as RF ID.  But there is a general agreement, that the coverage and security requirement of RF ID devices would not be acceptable to customers and MNOs.  

WRT Increase security requirements:  Since support for software security patches, encryption and authentication is required, the device would need NV RAM (MRAM or flash), encryption hardware, and secure storage for keys/certificates which will increase the complexity of devices beyond that of RF ID thus it will not be feasible to meet the Device A complexity requirement.  

WRT Increase coverage requirements:  To obtain improved coverage, lower wake-up thresholds are required for operation of device A and charging for B and C, gain for device B, and lower power PA for device C which will require more complex and expense circuitry than competing protocols. The complexity/cost of devices with competing device C protocols such as active RF ID, UWB, Zigbee, BLE, Wi-SUN, DECT 2020, and LoRaWAN are NOT “orders of magnitude” lower than NB-IOT. They are arguable only just a fraction of an NB-IOT device and these competing protocols are likely to be less complex than the A-IOT protocol so realistically it will not be possible to meet the device C complexity requirement. 
More study is required to determine if it is feasible to meet the proposed complexity requirements.
Required Functionalities
In the latest TR [3], the section “6.y	 Required functionalities” include a table of require functionalities. The following is a proposal for some of those functionalities. 

Required functionality set #1: for supporting RAN design target
	Design target
	Functionality

	Device power 
	As per agreement:
For Device A, the power consumption target during transmitting/receiving is [≤ 1 μW] or [≤ 10 μW],
For Device B, the target during transmitting/receiving is such that:
-	Device A power consumption ≪ Device B power consumption < Device C power consumption; or 
-	Device A power consumption ≤ Device B power consumption < Device C power consumption.
The device power consumption for Device C is ≤ 1 mW to ≤ 10 mW.


	Complexity
	Suggest changes to agreed text:
For Device A, the complexity target is to be comparable to UHF RFID ISO18000-6C (EPC C1G2). 
For Device B, the target is such that: Device A complexity < Device B complexity < Device C complexity.
For Device C, the complexity target is to be orders-of-magnitude a fraction lower than NB-IoT.


	Coverage
	Text Proposal from this tdoc:
The outdoor UL and DL target coverage from a A-IOT device to a micro BS or macro BS should be 200m.
The indoor UL and DL target coverage from a A-IOT device to an intermediate node, assisting node or BS should be 50m.

	User experienced data rate
	Agreed text:
uplink, maximum not less than 5 kbps, and minimum not less than 0.1 kbps.
Text Proposed text
downlink, maximum not less than 50 kbps, and minimum not less than 5 kbps.

	Maximum message size
	Text Proposal from this tdoc:
Application messages sizes in the UL can infrequently be up to [1000] Bytes (e.g. during security exchanges) but normally are in the range of [10-100] Bytes. Application messages sizes in the DL can infrequently be 100’s of Kbytes (e.g. during firmware downloads) but normally are in the range of [10-100] Bytes. An efficient fragmentation solution to support application messages should be studied by RAN WGs. 

	Latency
	Text Proposal from this tdoc:
The device-terminated and device-originated target minimum latency is hundreds of msec.
 To support DRX, the device-terminated latency is selectable by the device to a maximum of 1HR.

	Positioning accuracy
	No proposal

	Connection/Device density
	No proposal

	Moving speed of device
	No proposal



Required functionality set #2: for supporting other requirements
	Requirement
	Functionality

	Device management
	Text Proposed text:
The maximum application message size should be large enough to support standardized device management protocols such as OMA-DM and LwM2M using standardized security protocols such as DTLS with PSK or PKI (certificates).  DTLS with PKI (certificates) can result in message sizes of up to 1000 bytes.

	Security*
	Text Proposed text:
The wireless link shall be encrypted, the devices and wireless infrastructure shall be authenticated. 
It shall be possible to support standardized E2E Application (customer) layer security protocols such as TLS or DTLS. This will require support for application message sizes of up to 1000bytes (i.e. when DTLS with certificates are used). 

	Mobility
	No proposal

	Interference management and coexistence
	No proposal

	CN connectivity
	No proposal

	Forward compatibility
	No proposal



Technical Report Conclusions and Recommendations 
This section discusses possible conclusions and recommendation that can be added to section “7	Conclusions and recommendations” of the TR.

Based on the coverage analysis in this paper, there is a small feasible range between the carrier wave source and type A devices so the following conclusion is proposed:
Conclusion: If only RF energy harvesting is used, companies’ analysis’ show that device type A will likely not meet indoor nor outdoor coverage targets. A more methodical and systematic RAN WG is needed to verify this conclusion. 

Since both device type A and B are based on a backscattering and where device type C is not, the following conclusion can be made:
Conclusion: Device types A and B could operate using a similar protocol, but device type C would require a different protocol. Standards development effort for each protocol would be similar.

The complexity/cost of all three types of devices is targeted to be at least orders of magnitude lower than NB-IOT. The lower complexity devices are envisioned to reduce the total cost of ownership but if the cost of service is too high, a low TCO is not achieved. Given this, the following proposal for conclusion is made:
Conclusion: To provide a low total cost of ownership, the system should prioritize solutions and operating bands which provide a low cost for service.  

Leveraging the 3GPP system can be a great differentiator against already mature and established solutions such as RFID/NFC for Device type A, active RF ID/UWB/Zigbee/BLE/Wi-SUN/DECT 2020/LoRa for Device types B and C. Given this the following proposal is made:
Future Rel 19 RAN WG studies should priorities connection topologies (i.e., topology 1,2,3), which leverage the 3GPP system (Assisting/Intermediate nodes and BS)

As with most 3GPP RAN PL studies, the study should start with a wide scope, and hence the agreement to include these three device types is correct. However, the amount of protocol specification work and development work should be considered for future work. As already concluded, device type A and B can share a protocol where device type C cannot. It is unclear how a device type C will be differentiated against already existing technologies (e.g. BLE, NFC, and UWB) that are already well commercialize within UE’s and support connection topology 2,3,4. Given device type A will likely not meet the coverage requirements, this is also not a good choice. Given this discussion the following proposal for a recommendation is made: 
Future Rel 19 RAN WG studies should prioritize the study of device type B 

Observations and Proposals
Energy Storage:
1. E1 equals energy required to transmit 1 message of  maximum message size at worse case coverage
E2 equals energy required to transmit > 1 message of maximum sized message at worse case coverage

Coverage Requirements:
The outdoor UL and DL target coverage from a A-IOT device to a micro BS or macro BS should be 200m.
The indoor UL and DL target coverage from a A-IOT device to an intermediate node, assisting node or BS should be 50m.

Coverage feasibility observations:
1. Given the current state of the art technology and a maximum transmit power of +26 dBm, the carrier wave source must be within 5m to wake-up/activate a device type A. This is not within the coverage target of 50m.
For Device type A, it is NOT feasible to support UL indoor range of >50m nor UL outdoor range of >200m.
For Device type B with 30dB of gain, if the carrier wave is within 50m and the energy storage is charged, it is likely feasible to support the UL indoor range of >50m and UL outdoor range of >200m.
For Device type C with a +0dBm PA,  it is likely feasible to support the UL indoor range of >50m and UL outdoor range of >200m. 
For Device type A, it is NOT feasible to support DL indoor range of >50m nor DL outdoor range of >200m.
For Device types B and C with a -75dBm receiver sensitivity and when the energy storage is charged, it is likely feasible to support the DL indoor range of >50m and DL outdoor range of >200m

RF Energy Charging limitations
RF energy charging using ambient RF sources alone is unreliable and unpredictable since ambient RF energy fluctuates in time and location, and often doesn’t surpass the wake-up point where RF charging is possible. 
To provide reliable RF energy charging, a dedicated RF energy source (i.e., carrier wave) infrastructure transmitting high power (e.g. >30dBm) is likely needed.
When RF energy charging at low SNRs (e.g. -30dBm and below), the efficiency of charging is very low (e.g. <10% [4] ).
To obtain high RF energy charging currents and low wake-up thresholds, the required circuitry becomes complex and expense and will likely not meet the complexity requirements for A-IOT agreed.
To obtain high RF charging currents and lower wake up points, larger antennas can be used but this will create IoT devices larger than LTE-M/NB-IOT devices which is against the SA1 [8] guidance. 
Both batteries and supercapacitor have leakage currents (e.g. 1-5 µA [9]), and the amount of RF energy charging current (e.g.  1-10uA) may not surpass the leakage by a large margin. 
The Rel 18 SID should include an objective to study solutions to support ambient and dedicated RF energy charging.

Maximum message size
The Maximum TB size shall not be specified in this RAN PL TR
Text proposal for section 5.5. Maximum message size (or maximum ‘TB’ size)
5.5. Maximum message size (or maximum ‘TB’ size)
Application messages sizes in the UL can infrequently be up to [1000] Bytes (e.g. during security exchanges) but normally are in the range of [10-100] Bytes. Application messages sizes in the DL can infrequently be 100’s of Kbytes (e.g. during firmware downloads) but normally are in the range of [10-100] Bytes. An efficient fragmentation solution to support application messages should be consider

Latency
TP for TR
The device-terminated and device-originated target minimum latency is hundreds of msec.
 To support DRX, the device-terminated latency is selectable by the device to a maximum of 1HR.

Feasibility Assessment section
More study is required to determine if it is feasible to meet the proposed coverage requirements.
More study is required to determine if it is feasible to meet the proposed complexity requirements.

Required Functionalities

	Design target
	Functionality

	Device power 
	As per agreement:
For Device A, the power consumption target during transmitting/receiving is [≤ 1 μW] or [≤ 10 μW],
For Device B, the target during transmitting/receiving is such that:
-	Device A power consumption ≪ Device B power consumption < Device C power consumption; or 
-	Device A power consumption ≤ Device B power consumption < Device C power consumption.
The device power consumption for Device C is ≤ 1 mW to ≤ 10 mW.


	Complexity
	Suggest changes to agreed text:
For Device A, the complexity target is to be comparable to UHF RFID ISO18000-6C (EPC C1G2). 
For Device B, the target is such that: Device A complexity < Device B complexity < Device C complexity.
For Device C, the complexity target is to be orders-of-magnitude a fraction lower than NB-IoT.


	Coverage
	Text Proposal from this tdoc:
The outdoor UL and DL target coverage from a A-IOT device to a micro BS or macro BS should be 200m.
The indoor UL and DL target coverage from a A-IOT device to an intermediate node, assisting node or BS should be 50m.

	User experienced data rate
	Agreed text:
uplink, maximum not less than 5 kbps, and minimum not less than 0.1 kbps.
Text Proposed text
downlink, maximum not less than 50 kbps, and minimum not less than 5 kbps.

	Maximum message size
	Text Proposal from this tdoc:
Application messages sizes in the UL can infrequently be up to [1000] Bytes (e.g. during security exchanges) but normally are in the range of [10-100] Bytes. Application messages sizes in the DL can infrequently be 100’s of Kbytes (e.g. during firmware downloads) but normally are in the range of [10-100] Bytes. An efficient fragmentation solution to support application messages should be studied by RAN WGs. 

	Latency
	Text Proposal from this tdoc:
The device-terminated and device-originated target minimum latency is hundreds of msec.
 To support DRX, the device-terminated latency is selectable by the device to a maximum of 1HR.

	Positioning accuracy
	No proposal

	Connection/Device density
	No proposal

	Moving speed of device
	No proposal



Required functionality set #2: for supporting other requirements
	Requirement
	Functionality

	Device management
	Text Proposed text:
The maximum application message size should be large enough to support standardized device management protocols such as OMA-DM and LwM2M using standardized security protocols such as DTLS with PSK or PKI (certificates).  DTLS with PKI (certificates) can result in message sizes of up to 1000 bytes.

	Security*
	Text Proposed text:
The wireless link shall be encrypted, the devices and wireless infrastructure shall be authenticated. 
It shall be possible to support standardized E2E Application (customer) layer security protocols such as TLS or DTLS. This will require support for application message sizes of up to 1000bytes (i.e. when DTLS with certificates are used). 

	Mobility
	No proposal

	Interference management and coexistence
	No proposal

	CN connectivity
	No proposal

	Forward compatibility
	No proposal



TR Conclusions and Recommendations Proposals
Conclusion: If only RF energy harvesting is used, companies’ analysis’ show that device type A will likely not meet indoor nor outdoor coverage targets. A more methodical and systematic RAN WG study is needed to verify this conclusion. 
Conclusion: Device types A and B could operate using a similar protocol, but device type C would require a different protocol. Standards development effort for each protocol would be similar.
Conclusion: To provide a low total cost of ownership, the system should prioritize solutions and operating bands which provide a low cost for service.  
Future Rel 19 RAN WG studies should priorities connection topologies (i.e., topology 1,2,3), which leverage the 3GPP system (Assisting/Intermediate nodes and BS)
Future Rel 19 RAN WG studies should prioritize the study of device type B 
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Appendix I:  Coverage Analysis Assumptions
The following assumptions were made when calculating coverage feasibility in Section 4:

	Common simulation parameters 

	Carrier frequency
	2.4 GHz

	Maximum BER
	1%

	Modulation 
	ASK

	A-IoT device BW
	15 kHz

	A-IoT device antenna gain
	-3 dBi

	Receiver minimum SNR
	4.32 dB

	UL and DL Fade margin
	7dB



Backscatter-communication based link budget models were derived for devices A and B based on the methodology presented in [1]. It was assumed that device B has sufficient energy harvesting for sufficient reception and for reflection amplification, therefore only Carrier Wave SRC to Device distance was analyzed for device A. 

Carrier Wave Source to A-IoT
The following values were used when calculating the distance between a carrier wave source and a device type A:
	Carrier Wave Assumptions

	Source
	Height (m)
	Transmission power (dB)


	Carrier Wave
	1.5
	23, 26



	Device A Receiver Assumptions

	Receiver model
	Height (m)
	Wake-up Point 

	Device A
	1.5
	-20, -25, -30, -35, -40 dBm



The NLOS indoor hotspot (In-H) path loss model was used based on [1]. 
Uplink coverage assumptions
The following values were used when calculating the UL coverage analysis for device types A and B:

	Device A & B (i.e., Backscattering) Assumptions

	Device type
	Device height (m)
	Modulation index
	Reflection amplification (dB)

	Device A
	1.5
	0.25
	0

	Device B
	1.5
	1
	20, 30, 40



 The following values were used when calculating the coverage analysis for device type C:

	Device C Assumptions

	
	Transmission power (dBm)
	Device height (m)

	Device C
	0, 10, 20
	1.5



UL link budgets were calculated using three different receiver infrastructures aligning with connectivity topologies 1-4.

	Receiver assumptions

	Infrastructure
	Antenna Gain (dBm)
	Noise Figure (dB)
	Infrastructure height (m)
	Sensitivity (dBm)

	Assisting/intermediate Node
	0
	5
	1.5
	-115.9

	Micro
	17

	10
	10
	-110.9

	Macro
	17
	5
	20
	-115.9


Note: Sensitivity calculated assuming a temperature of 290K, ASK modulation, and 1% BER. 

The Urban Macro (UMa) path loss model was used based on [1].

Downlink Coverage Assumptions
The following values were used when calculating the DL coverage analysis for device types A, B, and C:

	Transmitters Assumptions

	Source
	Transmission power (dB)

	Transmitted power in 15kHz
	Infrastructure height (m)

	UE/Intermediate Node/Assisting Node 
	23, 26
	23, 26
	1.5

	Micro BS
	35
	16.76*
	10

	Macro BS
	46
	27.76*
	20


*Note: Transmitted power calculated assumes 10dB of power spectral density boosting for both Micro and Macro base stations and 10MHz system bandwidth.
 
	Receiver Assumptions

	Transmitter model
	Noise figure (dB)
	Receiver Sensitivity

	Device A
	100.9, 95.9, 
	-25, -50

	Device B
	95.9, 90.9
	-50, -75

	Device C
	85.9
	-100



The Urban Macro (UMa) path loss model was used based on [1].


Appendix II: Agreements and WA in RAN #98e
Proposal 4-3b-v2: 
Agree that for basestation deployments (when present), “Coexistence with existing 3GPP
technologies” can be:
Deployed on the same sites as an existing 3GPP deployment corresponding to the basestation type
Deployed on new sites without an assumption of an existing 3GPP deployment

Proposal 5-1a-extended, in section 6.1.6 (Energy harvesting text)
 The following text is included in TR 38.848, with precise location up to later decision, unless there is an
objection to letting the precise location be decided later, in which case the text is included in an Annex
of the TR.
“Companies have reported the following energy sources for energy harvesting in literature: RF,
solar/light, piezoelectric (kinetic/vibration), electromagnetic, electrostatic, heat/thermal,
thermoelectric, magnetic, wind/water, acoustic, etc.”

Proposal 5-3b-v2: the following set of Ambient Iot devices are considered in the SI:
Device A: No energy storage, no harvesting ambient sources, no independent signal generation, i.e.
backscattering transmission
Device B: Has energy storage from harvesting ambient sources, no independent signal generation, i.e.
backscattering transmission. Use of stored energy can include amplification for reflected signals
Device C: Has energy storage from harvesting ambient sources, has independent signal generation,
i.e. active RF component for transmission
FFS: Whether to include device function
FFS: Whether to include a target maximum power consumption for each device
FFS: Whether/how to describe what stored energy is used for (in addition to the statement for Device B)
FFS: if combination of these devices will be considered.


Working assumption:
Proposal 5-2a-extended: Make a working assumption for this framework to categorize energy storage:
Storage 1: no storage at all
Storage 2: Up to E1 joules
Storage 3: Up to E2 joules
FFS: In RAN#99 value(s) of E1, E2 and it is possible that E1=E2, in which case we have only two storage
categories. Note in this case that storage 2 and 3 could be replaced by a single description such as ”limited
energy storage”, instead.


Proposal 4-4v2: Define the following topologies as starting points for the next meeting:
· Topology (1): BS <-> Ambient IoT device
· NOTE 1: Includes the possibility of BS Rx and BS Tx in different BSs
· Topology (2): BS <-> Intermediate node <-> Ambient IoT device
· NOTE 1: Intermediate node can be relay, IAB, UE, repeater, etc. which is capable of ambient IoT
· Topology (3): BS <-> assisting node <-> Ambient IoT device <-> BS
· NOTE 1: Assisting node can be relay, IAB, UE, repeater, etc. which is capable of ambient IoT
· FFS: If the two BS can be different
· Topology (4): UE <-> Ambient IoT device
· FFS: Topology (5) UE <-> Ambient IoT device <-> {BS or UE}
 
NOTE: For potential topology (5), discuss its relation with other topologies, its necessity, etc. in RAN#99.
NOTE: For all topologies: The Ambient IoT device may be provided with carrier wave from another node(s) either inside or outside the topology
NOTE: For all topologies: The links in each topology may be bidirectional or unidirectional
FFS: Whether to consider combination of different topologies in the study.
FFS: BS, UE, or assisting UE could be multiple BSs, UEs or assisting UEs, respectively.
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[bookmark: _Hlk129243692]Proposal 2, in section 3.6 (Handling of SA1 use cases)
Define the groups of Grouping A as follows, as a start point:
Indoor
Outdoor
Indoor/outdoor
Define the groups of Grouping B as follows, as a start point:
Inventory
Sensors
Positioning
Command
Whether to incorporate Grouping A and Grouping B according to Approach 1 (include both separately) or Approach 2 (Group first by A, and second by B) will be decided in RAN#99.
Mapping of SA1 use cases to the groups of each grouping will be discussed in the next meeting, including whether RAN needs to attempt that mapping, or only has to define the groups.


Conclusion 3-2  and Proposal 3-1 in section 4.6 (Deployment scenarios table)
[image: ]
FFS: whether/which rows can be indicated with more than one value, e.g. Environment = Indoor/Outdoor
FFS: Possible values for each characteristic row (see following questions)
FFS: Whether device characteristic is added to the table.

Proposal 4-1v2, in section 5.1.6 (Environment)
‘Environment of device’ can be ‘indoor’, ‘outdoor’, ‘indoor or outdoor’.
FFS: Whether to further describe other aspects, e.g. the size of the served area.

Proposal 4-2 in section 5.2.5 (Basestation characteristic)
Proposal 4-2: Agree that ‘basestation characteristic’ can be: macro-cell based deployment, micro-cell based
deployment, pico-cell base deployment, or none.
FFS: If/how it is necessary to reflect mobile IAB basestation.

Proposal 4-3a in section 5.3.5 (on in-band, guard-band, standalone band)
Proposal 4-3a: Agree that the study considers Ambient IoT deployment in-band to NR, in guardband of NR, and standalone band from NR, and FFS: relationship to deployment scenarios.
Note: Prioritization among them can be discussed in later meetings.

Proposal 4-5, in section 5.5.5 (Spectrum)
Proposal 4-5: Agree that spectrum in a deployment scenario is: licensed FDD, licensed TDD, unlicensed.
Note: Further discuss if the study should apply any limitations to the cases for which unlicensed spectrum is studied.

Conclusion 4-6 in section 5.6.5 (Traffic assumption)
FFS: whether the TR will describe different types of device-terminated traffic, e.g. Device-Terminated command and Device-Terminated reporting trigger, and whether to describe relationships between device-originated and device-terminated traffic, etc.

Appendix III: Agreements and WA in RAN #99

RP-230795	Results of offline discussions on ambient IoT	Huawei
Proposal 6-1 (offline consensus): Agree to set at least the design targets below in Ambient IoT in the RAN SI.
(a) Device power consumption
(b) Device complexity
(c) Coverage
(d) Data rate
(e) Maximum message size (or maximum ‘TB’ size)
(f) Latency
(g) Positioning accuracy
(h) Connection/device density
(i) Device speed (FFS absolute or relative or both)
Proposal 3.5 (offline consensus): The following 5 deployment scenarios are studied and captured in the TR:
· Note1: all the detailed values (with or without square brackets) in the tables are to be further discussed
· Note2: the location of assisting or intermediate node, where applicable for the corresponding topologies, would need to be defined additionally. 

Deployment 1: Device indoors, base station indoors
	Applicable representative use cases
	Characteristics
	Description

	indoor inventory
indoor sensor
indoor positioning
indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	Micro- or pico- cell BS

	
	Connectivity topology
	Topology (1),[(2)],[(3)]

	
	Spectrum
	Licensed FDD, Licensed TDD or Unlicensed

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device A or B or [C]



Deployment 2: Device indoors, base station outdoors
	Applicable representative use cases
	Characteristics
	Description

	indoor inventory
indoor sensor
indoor positioning
indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	Macro- or Micro- cell BS

	
	Connectivity topology
	Topology (1),(2)

	
	Spectrum
	Licensed FDD, or Licensed TDD

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device [A or B] or C



Deployment 3: Device indoors, UE based reader
	Applicable representative use cases
	Characteristics
	Description

	indoor inventory
[indoor sensor]
indoor positioning
indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	None

	
	Connectivity topology
	Topology (4)

	
	Spectrum
	Licensed FDD, Licensed TDD or Unlicensed

	
	Coexistence with existing 3GPP technologies
	[Legacy UE or new UE]

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device A or B or [C]



Deployment 4: Device outdoors, Outdoor base station
	Applicable representative use cases
	Characteristics
	Description

	outdoor inventory
outdoor sensor
outdoor positioning
outdoor command
	Environment (of device)
	Outdoor

	
	Basestation characteristic (if any)
	Macro- or Micro- cell BS

	
	Connectivity topology
	Topology (1),(2),(3)

	
	Spectrum
	Licensed FDD or Licensed TDD

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device [A or B] or C



Deployment 5: Device outdoors, UE based reader
	Applicable representative use cases
	Characteristics
	Description

	outdoor inventory
[outdoor sensor]
outdoor positioning
outdoor command
	Environment (of device)
	Outdoor

	
	Basestation characteristic (if any)
	None

	
	Connectivity topology
	Topology (4)

	
	Spectrum
	Licensed FDD or Licensed TDD

	
	Coexistence with existing 3GPP technologies
	[Legacy UE or new UE]

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device A or B or [C]



Proposal 6-3a-v2 (Wed offline consensus): Device design target for power consumption during transmitting/receiving is:
· [Device A ≤ 10 μW] or [Device A ≤ 1 μW]
· Device A ≪ Device B < Device C, or Device A ≤ Device B < Device C
· Device C ≤ 1 mW to ≤ 10 mW
· 
Proposed working assumption (Wed offline consensus): Device complexity design target is:
· Device A: Comparable to UHF RFID ISO18000-6C (EPC C1G2)
· Device A < Device B < Device C
· Device C: Orders-of-magnitude lower than NB-IoT
Proposal 6-3d-v2 (Wed offline consensus): User experienced data rate design target is, at least for the uplink:
· Maximum  not less than: 5 kbps
· Minimum  not less than 0.1 kbps
· 
Deployment scenarios
Proposal: Add device characteristics into the deployment scenario table, with possible values of ‘Device A’, ‘Device B’, ‘Device C’.

Proposal: All rows in the deployment scenario tables can be indicated with more than one value.

Connectivity topologies
Proposal: Do not include Topology (5) in the study.
· Note: it is understood this topology can be realized via combinations of other topologies


RP-230801	Results of offline discussions on ambient IoT (part2)	Huawei
proposal 3.4-v2 endorsed
Proposal 3.4-v2 (WED EVE offline consensus): 
Traffic assumption of Device-Originated (DO) is further clarified as including Device-Originated autonomous (DO-DOA) and Device-Terminated triggered (DO-DTT), in the study.
· Note: this makes no assumption on whether an Ambient-IoT device may have only Tx capability

proposal 3.5#2 endorsed
Proposal 3.5#2 (WED EVE offline): The deployment scenario tables are updated as shown below.

Deployment 1 (WED EVE offline consensus): Device indoors, base station indoors
	Applicable representative use cases
	Characteristics
	Description

	indoor inventory
indoor sensor
indoor positioning
indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	Micro- or pico- cell BS

	
	Connectivity topology
	Topology (1),[(2)],[(3)]

	
	Spectrum
	Licensed FDD, Licensed TDD or Unlicensed

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device A or B or [C]



Deployment 2: Device indoors, base station outdoors
	Applicable representative use cases
	Characteristics
	Description

	indoor inventory
indoor sensor
indoor positioning
indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	Macro- or Micro- cell BS

	
	Connectivity topology
	Topology (1),(2),(3)
Note: topology (3) where either the uplink or the downlink coverage is extended

	
	Spectrum
	Licensed FDD, or Licensed TDD or unlicensed (for topology (2) and (3))

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device [A or B] or C



Deployment 3: Device indoors, UE indoors based reader
	Applicable representative use cases
	Characteristics
	Description

	indoor inventory
[indoor sensor]
indoor positioning
indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	No base station in the topology

	
	Connectivity topology
	Topology (4)

	
	Spectrum
	Licensed FDD, Licensed TDD or Unlicensed

	
	Coexistence with existing 3GPP technologies
	FFS-[Legacy UE or new UE]

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device A or B or [C]
Note: a device C could also support such deployment



Deployment 4: Device outdoors, Outdoor base station outdoors
	Applicable representative use cases
	Characteristics
	Description

	outdoor inventory
outdoor sensor
outdoor positioning
outdoor command
	Environment (of device)
	Outdoor

	
	Basestation characteristic (if any)
	Macro- or Micro- cell BS

	
	Connectivity topology
	Topology (1),(2),(3)

	
	Spectrum
	Licensed FDD or Licensed TDD

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device [A or B] or C



Deployment 5: Device outdoors, UE outdoors based reader
	Applicable representative use cases
	Characteristics
	Description

	outdoor inventory
[outdoor sensor]
outdoor positioning
outdoor command
	Environment (of device)
	Outdoor

	
	Basestation characteristic (if any)
	No base station in the topology

	
	Connectivity topology
	Topology (4)

	
	Spectrum
	Licensed FDD or Licensed TDD or Unlicensed

	
	Coexistence with existing 3GPP technologies
	FFS-[Legacy UE or new UE]

	
	Traffic assumption
	Device terminated and originated

	
	Device characteristic
	Device A or B or C



proposal 4.3 v2 endorsed
Proposal 4.3-v2 (WED EVE offline consensus):
BS, UE, or assisting node or intermediate node could be multiple BSs or UEs, respectively. The mixture of indoor and outdoor placement of such nodes is regarded as a network implementation choice. Account would need to be taken of potential impact on device or node complexity. In the connectivity topologies, 
· This does not imply the existence of multi-hop assisting or intermediate nodes
· Capture this above statement in TR 38.848,
No need to re-express any agreed topologies to account for this above statement.


proposal 5.2-1 endorsed
Proposal 5.2-1 (WED EVE offline consensus):
The following FFS points from the RAN#98e agreement don’t need further action:
· FFS: Whether/how to describe what stored energy is used for (in addition to the statement for Device B)
· FFS: if combination of these devices will be considered




Appendix IV: Agreements and WA in RAN #101

RP-231287	pCR for TR 38.848 on Feasibility assessment and required functionalities for Ambient IoT	Huawei, HiSilicon

RP-231390	pCR for TR 38.848 “Study on Ambient IoT (Internet of Things) in RAN”	Philips International B.V.
Editorial.

RP-231470	pCR for TR 38.848 on Ambient IoT deployment scenarios and their characteristics	AT&T
Deployment scenarios.
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