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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include:
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

One of the identified use cases include:
CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
For each of the use cases, one of the objectives is to 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

This contribution discusses the status of the CSI prediction sub use-case and the necessity to continue and finalize the specification impact study in RAN1. 

CSI prediction with UE-sided model

The CSI prediction sub use case for CSI enhancement was agreed to be studied in RAN1#111[2]. The CSI prediction has support from multiple companies, however due to concerns regarding workload raised by a single company the specification impact discussion was agreed to be decided in RAN1#112bis-e[4]. The following agreement was made regarding CSI prediction in RAN1#111[2]
In RAN1#112bis-e[4] meeting the following agreement was reached to get RAN#100 guidance regarding continuing the specification impact discussion for CSI prediction.Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.

The evaluation discussion for the CSI prediction has continued throughout the Rel-18 and has concluded. The following observation regarding CSI prediction was made in RAN1#112bis-e meeting,Observation 
For the AI/ML based CSI prediction, till the RAN1#112bis-e meeting, 
· 11 sources (Note *) show that the AI/ML-based CSI prediction outperforms the benchmark of the nearest historical CSI, wherein
· 5 sources (Note **) show the gain of 14% ~ 26.47% using raw channel matrix as input.
· 2 sources (Note ***) show the gain of 5.64% ~ 9.49% using precoding matrix as input, which is in general worse than using raw channel matrix as input
· Note 1: spatial consistency is adopted in 1 source (Note ****) and not adopted in 5 sources (Note *****).
· Note 2: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· UE speed is 30km/h.
· The performance metric is SGCS in linear value for layer 1.
· Note *: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), Spreadtrum Communications, BUPT, (R1-2302593), Nokia, Nokia Shanghai Bell (R1-2302628), CATT (R1-2302695), Fujitsu (R1-2302904), Samsung (R1-2303120), ETRI (R1-2303194), CMCC (R1-2303224), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note **: ZTE (R1-2302437), Nokia, Nokia Shanghai Bell (R1-2302628), Spreadtrum Communications, BUPT (R1-2302593), NVIDIA (R1-2303435), Apple (R1-2303475).
· Note ***: ZTE (R1-2302437), Fujitsu (R1-2302904).
· Note ****: Nokia, Nokia Shanghai Bell (R1-2302628).
· Note *****: Huawei, HiSilicon (R1-2302358), ZTE (R1-2302437), ETRI (R1-2303194), CMCC (R1-2303224), Apple (R1-2303475).

In RAN1#113[5] the following observations were made regarding CSI prediction,

Observation
For the AI/ML based CSI prediction, till the RAN1#113 meeting, in terms of mean UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 1 source [Huawei] observes 1.2%~4.2% gain;
· 1 source [Apple] observes 7.6%~8.5% gain;
· 1 source [vivo] observes 9.7%~17.2% gain.
· 1 source [MediaTek] observes 22.6%~ 48.6% gain.
· For full buffer traffic:
· 1 source [Nokia] observes 2%~3% gain;
· 1 source [vivo] observes 8.7% gain.
· 1 source [MediaTek] observes 1.01% gain.
· Compared to the benchmark of an auto-regression based CSI prediction:
· For FTP traffic:
· 1 source [Huawei] observes 0.7%~3.1% gain;
· 1 source [vivo] observes 3.4%~7.0% gain.
· For full buffer traffic:
· 1 source [vivo] observes 8.1% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-8 of R1-2306059
Observation 
For the AI/ML based CSI prediction, till the RAN1#113 meeting, compared to the Benchmark#1 of the nearest historical CSI, in terms of SGCS, from UE speed perspective, in general the gain of AI/ML based solution is related with the UE speed:
· For 10km/h UE speed, 4 sources [Fujitsu, Samsung, Xiaomi, InterDigital] observe 1.03%~6% gain, 1 source [CMCC] observes 21.93% gain.
· For 30km/h UE speed, 2 sources [OPPO, ETRI] observes 6%~10.43% gain, 5 sources [ZTE, Fujitsu, Apple, Xiaomi, Spreadtrum] observe 18.72%~31.3% gain, and 3 sources [InterDigital, MediaTek, CMCC] observe 35%~ 41.75% gain, which are in general larger than 10km/h UE speed.
· For 60km/h UE speed, 2 sources [Fujitsu, InterDigital] observe -3%~5% gain, 4 sources [Huawei, Samsung, vivo, CMCC] observe 11.2%~19.98% gain, which are in general smaller than 30km/h UE speed.
· Note: the above results are based on the following assumptions
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is SGCS in linear value for layer 1.
· No post processing is considered.
· No spatial consistency is considered by 11 sources [Fujitsu, Samsung, Xiaomi, InterDigital, CMCC, OPPO, ETRI, ZTE, Apple, Huawei, Spreadtrum]. 1 source [vivo] provides both results with spatial consistency and results w/o spatial consistency.
· Note: Results refer to Table 5.1-1 of R1-2306059




Observation
For the AI/ML based CSI prediction, till the RAN1#113 meeting, in terms of 5% UPT, gains are observed compared to both Benchmark#1 of the nearest historical CSI and Benchmark#2 of a non-AI/ML based CSI prediction approach:
· Compared to the benchmark of the nearest historical CSI:
· For FTP traffic:
· 2 sources [Huawei, vivo] observes 4.5%~9.3% gain;
· 3 sources [Huawei, Apple, vivo] observes 11.3%~20.1% gain;
· For full buffer traffic:
· 2 sources [Nokia, vivo] observe 6%~17.5% gain;
· Compared to the benchmark of an auto-regression based CSI prediction:
· For FTP traffic:
· 2 sources [Huawei, vivo] observes 0.5%~16% gain;
· For full buffer traffic:
· 1 source [vivo] observes 11% gain.
· Note: the above results are based on the following assumptions
· The UE speed is 30km/h or 60km/h.
· The observation window considers to start as early as 15ms~50ms.
· A future 4ms or 5ms instance from the prediction output is considered for calculating the metric.
· Raw channel matrix is considered as model input
· The performance metric is mean UPT for Max rank 1.
· No post processing is considered.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-9 of R1-2306059
Observation 
For the generalization verification of AI/ML based CSI prediction over various UE speeds, till the RAN1#113 meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others:
· If UE speed#B is 10 km/h & UE speed#A is 30 km/h, 4 sources [Xiaomi, CATT, Interdigital, Spreadtrum] observe a generalized performance of less than -2% degradation.
· If UE speed#B is either 30 km/h or 60 km/h or 120 km/h, or if UE speed#B is 10km/h and UE speed#A is either 60km/h or 120km/h, 8 sources [Xiaomi, Samsung, Interdigital, Fujitsu, ZTE, ETRI, vivo, Huawei] observe that moderate/significant performance degradations are suffered:
· For UE speed#B is 10 km/h & UE speed#A is either 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-2.7% loss), 1 source [Samsung] observes significant degradation (-53%~-61% loss).
· For UE speed#B is 30 km/h & UE speed#A is either 10 km/h, 60 km/h or 120 km/h, 1 source [Xiaomi] observes moderate degradation (-3% loss), 8 sources [Xiaomi, Interdigital, Fujitsu, vivo, ZTE, Huawei, ETRI, Spreadtrum] observe significant degradation (-6%~-45.6% loss).
· For UE speed#B is 60 km/h & UE speed#A is either 10 km/h, 30 km/h or 120 km/h, 1 source [ZTE] observes moderate degradation (-3% loss), 7 sources [Samsung, Xiaomi, Fujitsu, ETRI, ZTE, vivo, Spreadtrum] observe significant degradation (-7.8%~-52% loss).
· For UE speed#B is 120 km/h & UE speed#A is either 30 km/h or 60 km/h, 1 source [ZTE] observes moderate degradation (-3.4% loss), 4 sources [ZTE, ETRI, vivo, Samsung] observe significant degradation (-7.55%~-32.3% loss).
· For generalization Case 3, generalized performance of the AI/ML model can be achieved in general (0%~-4.45% loss) for UE speed#B subject to any of 10 km/h, 30 km/h, 60 km/h and 120 km/h, if the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, as observed by 9 sources [Xiaomi, Interdigital, Apple, Huawei, ZTE, Samsung, ETRI, vivo, Spreadtrum].
· For UE speed#B is 10 km/h, minor loss (-0.6%~-1%) are observed by 3 sources [CATT, Xiaomi, Spreadtrum].
· For UE speed#B is 30 km/h, minor loss (-0.08%~-1.34%) are observed by 3 sources [Xiaomi, Apple, Huawei], moderate loss (-2.2%~-4.07%) are observed by 3 sources [Interdigital, vivo, Spreadtrum].
· For UE speed#B is 60 km/h, minor loss (-0.05%~-2%) are observed by 4 sources [ZTE, Apple, Xiaomi, Huawei], moderate loss (-2%~-3.76%) are observed by 2 sources [vivo, Spreadtrum].
· For UE speed#B is 120 km/h, moderate loss (-2%~-4.45%) are observed by 4 sources [vivo, Samsung, ETRI, ZTE].
· Note: For generalization Case 3, 5 sources [ETRI, ZTE, Samsung, Interdigital, Fujitsu] observe significant performance degradations (-5%~-26.5% loss) for UE speed#B subject to 10 km/h, 30 km/h, 60 km/h, but compared with generalization Case 2, in general the performance are still improved.
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Raw channel matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· No spatial consistency is considered
· Note: Results refer to Table 5.1-10 of R1-2306059


Based on the observations, CSI prediction shows significant performance benefits over the current benchmarks (4.2%~48.6% better mean throughput over benchmark# 1 and 3.1% to 7% better mean throughput over benchmark# 2 for FTP traffic), which merits the study of CSI prediction. Furthermore, the gains for CSI prediction are similar or better than the CSI compression. 
Observation 1: CSI prediction have similar or better performance than CSI compression.
In addition, the CSI prediction is more feasible and has much lower specification impact than that of CSI compression, due to one side model requiring significantly lower NW-UE collaboration as compared to two sided models. Therefore, for the CSI enhancement use case it is important to study the potential specification impact of CSI prediction in Rel-18 Study Item (SI), to assist work item in upcoming release. 
Observation 2: CSI prediction has significantly less complexity and spec impact than CSI compression.
Regarding the concern about workload for the CSI prediction in Rel-18 SI, the progress in RAN1 is fairly acceptable. The progress on evaluations and observations for all use cases (CSI enhancements, Beam Management and Positioning) is good, and will conclude in next RAN1 meeting. The progress in the general framework discussion is fair and several aspects such as definition of AI/ML terminologies, main aspects of LCM, collaboration levels, model transfer types and Model/functionality identification and high-level categorization. Details regarding model transfer, functionality/model identification procedure and data collection will be finalized in the next meeting. Regarding the specification impact for the three use cases, the progress is fair with the necessity and applicability of few agreements to be discussed regarding functionality/model-ID based LCM. Therefore, we believe that based on the current progress the workload concern is not valid for not discussion specification impact of CSI prediction. 
Furthermore, it should be noted that the LCM related issues can follow and reuse the general high-level principles for one sided model and the only the specification impact aspects specific to CSI prediction needs to be discussed. Additionally, based on the observations for generalization of CSI prediction we note that there is a significant loss in performance for model trained on incorrect speed and low to moderate performance loss for model trained on a mixture of speeds. Therefore, it is important to study aspects such as monitoring, model/functionality selection/switching (and finetuning) to mitigate the impact of generalization. In conclusion, we propose the following,
Observation 3: CSI enhancement is a very important use case for AI/ML air interface which has multiple aspects to it. 
Observation 4: CSI compression should not be only representative sub use case of CSI enhancement.
[bookmark: _Hlk136862383]Observation 5: For CSI prediction, the AI/ML model do not generalize well over different speeds, so we need specification to support model/functionality monitoring/selection/switching for different speeds.

Proposal 1: RAN1 should discuss the potential specification impact of CSI prediction in RAN1#114 meeting, focusing on the following aspects identified in RAN1#112bis-e,
· data collection procedure, mainly including RS configuration, measurement, and report configuration, reusing as much as possible what is defined for UE side use cases.
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching. 
· FFS: finetuning procedure.

Conclusion
In this contribution, we discussed over views on CSI prediction for Rel-18 and presented the following observations and proposal. 
Observation 1: CSI prediction have similar or better performance than CSI compression.
Observation 2: CSI prediction has significantly less complexity and spec impact than CSI compression.
Observation 3: CSI enhancement is a very important use case for AI/ML air interface which has multiple aspects to it. 
Observation 4: CSI compression should not be only representative sub use case of CSI enhancement.
Observation 5: For CSI prediction, the AI/ML model do not generalize well over different speeds, so we need specification to support model/functionality monitoring/selection/switching for different speeds.
Proposal 1: RAN1 should discuss the potential specification impact of CSI prediction in RAN1#114 meeting, focusing on the following aspects identified in RAN1#112bis-e,
· data collection procedure, mainly including RS configuration, measurement, and report configuration, reusing as much as possible what is defined for UE side use cases.
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching. 
· FFS: finetuning procedure.
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