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1	Introduction
This contribution presents our input to the ongoing RAN study item on Ambient IoT [1].
2	Deployment scenarios and device categorization
2.1	Deployment scenarios 
RAN#99 has agreed to study and capture in TR 38.848 the following 5 deployment scenarios [2]:
· Deployment scenario 1: Device indoors, base station indoors
· Deployment scenario 2: Device indoors, base station outdoors
· Deployment scenario 3: Device indoors, UE-based reader
· Deployment scenario 4: Device outdoors, base station outdoors
· Deployment scenario 5: Device outdoors, UE-based reader

One of the main outcomes of the RAN SI is to fill in the characteristics table for each deployment scenario to evaluate the feasibility. The structure of the characteristics table corresponding to each of the above deployment scenarios have been agreed [2], [3]. The table consists of 3 columns, namely “Applicable representative use cases”, “Characteristics”, and “Description”. The contents of the first two columns have been agreed. However, the contents in the third column have been agreed only for scenario 1. The agreed contents for scenario 1 are shown in Table 1. In the table for scenario 1, it could also be clarified that only DO device-terminated triggered (DO-DTT) traffic but not DO device-originated autonomous (DO-DOA) traffic is feasible for Devices A and B.
[bookmark: _Ref136504219]Table 1: Deployment scenario 1 (device indoors, base station indoors)
	Applicable representative use cases
	Characteristics
	Description

	Indoor inventory
Indoor sensor
Indoor positioning
Indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	Micro- or pico-cell

	
	Connectivity topology
	Topology (1), (2), (3)

	
	Spectrum
	Licensed FDD, licensed TDD, unlicensed

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	DT and DO1

	
	Device characteristic
	Device A or Device B or Device C

	Note 1: Only DO device-terminated triggered (DO-DTT) traffic but not DO device-originated autonomous (DO-DOA) traffic is feasible for Device A or B.



In Table 2 to Table 5, we provide our assessment of the contents for scenarios 2 to 5. 
[bookmark: _Ref136504467]Table 2: Deployment scenario 2 (device indoors, base station outdoors)
	Applicable representative use cases
	Characteristics
	Description

	Indoor inventory
Indoor sensor
Indoor positioning
Indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	Macro- or Micro- cell BS

	
	Connectivity topology
	Topology (1), (2)

	
	Spectrum
	Licensed FDD or Licensed TDD

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	DT and DO

	
	Device characteristic
	Device C1 

	Note 1: Based on the coverage assessment in Section 5.3, Devices A and B may not be suitable for Deployment scenario 2 (at least with Topology 1). 



Table 3: Deployment scenario 3 (device indoors, UE-based reader)
	Applicable representative use cases
	Characteristics
	Description

	Indoor inventory
Indoor sensor
Indoor positioning
Indoor command
	Environment (of device)
	Indoor

	
	Basestation characteristic (if any)
	None

	
	Connectivity topology
	Topology (4)

	
	Spectrum
	Licensed FDD, Licensed TDD, or Unlicensed

	
	Coexistence with existing 3GPP technologies
	NA

	
	Traffic assumption
	DT or DO1 

	
	Device characteristic
	Device A, B, or C

	Note 1: Only DO device-terminated triggered (DO-DTT) traffic but not DO device-originated autonomous (DO-DOA) traffic is feasible for Devices A and B. 



Table 4: Deployment scenario 4 (device outdoors, base station outdoors)
	Applicable representative use cases
	Characteristics
	Description

	Outdoor inventory
Outdoor sensor
Outdoor positioning
Outdoor command
	Environment (of device)
	Outdoor

	
	Basestation characteristic (if any)
	Macro- or Micro- cell BS

	
	Connectivity topology
	Topology (1), (2), (3)

	
	Spectrum
	Licensed FDD or Licensed TDD

	
	Coexistence with existing 3GPP technologies
	Co-site or new site

	
	Traffic assumption
	DT or DO

	
	Device characteristic
	Device C1

	Note 1: Based on the coverage assessment in Section 5.3, Devices A and B may not be suitable in an outdoor environment where the BS is expected to be located far from the device. 



[bookmark: _Ref136504477]Table 5: Deployment scenario 5 (device outdoors, UE-based reader)
	Applicable representative use cases
	Characteristics
	Description

	Outdoor inventory
Outdoor sensor
Outdoor positioning
Outdoor command
	Environment (of device)
	Outdoor

	
	Basestation characteristic (if any)
	None

	
	Connectivity topology
	Topology (4)

	
	Spectrum
	Licensed FDD or Licensed TDD

	
	Coexistence with existing 3GPP technologies
	NA

	
	Traffic assumption
	DT or DO

	
	Device characteristic
	Device C



[bookmark: _Toc136896528]Due to their limited coverage, Devices A and B may not be suitable for outdoor deployment scenarios (i.e., Deployment scenarios 2, 4, and 5) 
[bookmark: _Toc136896529]Only DO device-terminated triggered (DO-DTT) traffic but not DO device-originated autonomous (DO-DOA) traffic is feasible for Devices A and B. 
[bookmark: _Toc136896550]Capture Table 2 to Table 5 corresponding to Deployment scenario 2 to Deployment scenario 5 in TR 38.848. 
[bookmark: _Toc136896551]Capture in TR 38.848 that DO device-originated autonomous (DO-DOA) traffic may not be feasible for Devices A and B.
[bookmark: _Toc136896552]Capture in TR 38.848 that Devices A and B may not be suitable for outdoor deployment scenarios (i.e., Deployment scenarios 2, 4, and 5).

Related to different types of deployments and topologies, it is further important to differentiate if the deployment is fixed (e.g., network deployment) or dynamic (e.g., smartphone/mobile UE as reader or intermediate node or assisting node). Depending on the different requirements for service assurance for use cases this will have a direct impact on which solutions are feasible. For example, for sensor readings to be obtained every 15 minutes, it may not be sufficient to rely on a smartphone/UE always being in the vicinity, whereas for readings triggered by this smartphone/UE the solution might be feasible.
[bookmark: _Toc136896553]Capture in TR 38.848 that for deployments and topologies not relying on fixed network deployment, for example, Topology 2, 3, or 4 with mobile UE as the intermediate node, assisting node or reader, service assurance is not guaranteed. 
2.2	Device categorization
In this section, we discuss device categorization based on characteristics, such as energy storage capability and transmission/reception capabilities. 
2.2.1	Categorization based on energy storage capability
For categorization based on energy storage, RAN#98e made the following working assumption:
	Working assumption:
This framework is used to categorize energy storage:
· Storage 1: no storage at all
· Storage 2: Up to E1 joules
· Storage 3: Up to E2 joules
FFS: In RAN#99 value(s) of E1, E2 and it is possible that E1=E2, in which case we have only two storage categories. Note in this case that storage 2 and 3 could be replaced by a single description such as “limited energy storage”, instead.




Further, RAN#99 discussed the following options for capturing the energy storage levels without reaching a conclusion [5]:
	Proposal 5.1-1-v3: The TR captures energy storage levels as:
· Option 1: Two levels
· Storage 1: Without energy storage
· Storage 2: With limited energy storage.
· Option 2: Three levels
· Storage 1: Without energy storage
· Storage 2 and 3: Up to E1/E2 joules
· For this case, 2 exemplary traffic models are chosen, and E1, E2 calculated accordingly.
· [bookmark: _Hlk134563643]Model 1: power = per-device design target, rate = 5 kbps, message size = {as agreed under design target}.
· [bookmark: _Hlk134566385]Model 2: power = per-device design target, traffic = continuously ON until end of an inventory process.
· Option 3: Status quo, i.e. TR reports the three storage levels, and that E2 > E1. (If no agreement, this option results).



With regards to Option 3, we think the differentiated levels E1 and E2 are arbitrary. That is, E1 and E2 differentiation should be pursued only if there is a qualitative difference between the two (e.g., E1 corresponds to regular capacitor, and E2 to super-capacitor or re-chargeable battery, where the latter has higher cost or size). 
[bookmark: _Hlk136536003]With regards to Option 2, the need to agree on specific E1 and E2 values (as in Option 2) is unclear to us. What matter the most for the technical solution in RAN is the power consumption since it determines the coverage and the complexity but combining this with a suitable energy storage size could be up to UE vendors (and could depend on the intended use case, type of energy harvesting etc.). As discussed in Section 4, RAN is expected to agree on the power consumption target in RAN1#100. Leaving the energy storage levels open gives more leeway to WGs during protocol design. 
With regards to Option 1, considering the limited time remaining to conclude the RAN SI, this could be easier to agree and capture in the TR. Therefore, our preference would be Option 1. Nevertheless, it is worth clarifying that the energy storage levels for Ambient IoT devices are expected to be several orders of magnitude lower than what an NB-IoT device would typically support (e.g., 2AA batteries).
However, if RAN#100 were to opt for Option 2, our preference would be Model 1 instead of Model 2. One reason is that the calculated storage levels for Model 2 may only apply to devices used for inventory use cases. Another reason is that the duration of the inventory process for use cases captured under rUC1 and rUC2 in TR 38.848 are vastly different. 
For Model 1, the values for E1 and E2 are calculated based on per-device power target, data rate, and message size. For the sake of calculation, we assume that E1 and E2 correspond to that of Device B and Device C, respectively. Therefore, the power targets to be used in Model 1 can be based on the following [2]:
	Agreement
Device design target for power consumption during transmitting/receiving is:
· [Device A ≤ 10 μW] or [Device A ≤ 1 μW]
· Device A ≪ Device B < Device C, or Device A ≤ Device B < Device C
· Device C ≤ 1 mW to ≤ 10 mW



There is no specific value for the Device B power target in the agreement. Again, for the sake of calculation of E1, we assume 500 µW. For the data rate, we consider both the minimum and the maximum data rate, i.e., 0.1 kbps and 5 kbps, respectively (see Section 4.4). There is no agreement on the message size yet (see Section 4.7). However, based on TR 22.840 [4], a packet/message size of 1000 bits (125 bytes) may be a reasonable assumption to make in the calculation. 
Considering the above assumptions, the values for E1 and E2 based on Model 1 are:
· E1:
· 5 mJ, with data rate = 100 bps 
· 0.1 mJ, with data rate = 5 kbps
· E2:
· 100 mJ, with data rate = 100 bps
· 2 mJ, with data rate = 5 kbps

The energy values above are in fact the energy needed to transmit one 125-byte packet. That is, it is the minimum energy storage capacity that the device must support. Therefore, “Up to E1/E2 joules” must be replaced with “at least E1/E2 joules” in Option 2. Also, depending on the protocol design, the device may need to transmit and/or receive several packets within a short period. In this case, the values for E1 and E2 must be much larger than what has been calculated above (as it assumes transmission of only one packet). 
[bookmark: _Toc136896530]There is no need to agree on specific E1 and E2 values during the RAN SI. It is enough to agree on the design targets for power consumption, data rate, and message size. 
[bookmark: _Toc136896554]TR 38.848 captures energy storage levels as:
· Two levels
· Storage 1: Without energy storage
· Storage 2: With limited energy storage.
· Note: The energy storage levels are expected to be several orders of magnitude lower than what an NB-IoT device would typically support.
2.2.2	Categorization based on transmission/reception characteristic
For device categorization based on transmission characteristic, RAN#98e made the following agreement:
	Agreement:
The following set of Ambient IoT devices are considered in the SI:
· Device A: No energy storage, no independent signal generation, i.e., backscattering transmission
· Device B: Has energy storage, no independent signal generation, i.e., backscattering transmission. Use of stored energy can include amplification for reflected signals
· Device C: Has energy storage, has independent signal generation, i.e., active RF component for transmission 
FFS: Whether to include device function
FFS: Whether to include a target maximum power consumption for each device
FFS: Whether/how to describe what stored energy is used for (in addition to the statement for Device B)
FFS: if combination of these devices will be considered.




On the third and fourth FFSs above, RAN#99 made the following agreement:
	The following FFS points from the RAN#98e agreement don’t need further action:
· FFS: Whether/how to describe what stored energy is used for (in addition to the statement for Device B)
· FFS: if combination of these devices will be considered




On the first FFS, we think that the reception characteristic of the devices, in addition to their transmission characteristic, should be clarified. That is, Device A, B, and C must be able to receive data/commands from the BS (or another network node). In other words, “UL-only” devices are not considered as part of the study. This helps to ensure coexistence of Ambient IoT devices in a cellular network, change configuration of the devices, provide firmware updates, receive security/integrity messages from the network, and so on. Therefore, we propose the following:
[bookmark: _Toc136896555]UL-only devices are not considered as part of the RAN SI. 
3	RAN design targets
One of the objectives in the SID is to formulate a set of RAN design targets for the Ambient IoT use cases. 
	· Formulate a set of RAN design targets based on the identified deployment scenarios and their characteristics for the relevant use cases, at least including
· Power consumption
· Complexity
· Coverage
· Data rate
· Positioning accuracy




In RAN#99, the set of targets were updated as follows:
	Agreement:
Agree to set at least the design targets below in Ambient IoT in the RAN SI.
(a) Device power consumption
(b) Device complexity
(c) Coverage
(d) Data rate
(e) Maximum message size (or maximum ‘TB’ size)
(f) Latency
(g) Positioning accuracy
(h) Connection/device density
(i) Device speed (FFS absolute or relative or both)



In this section, we present our views on most of the above RAN design targets. 
3.1	Device power consumption
RAN#99 made the following agreement on the device power consumption target:
	Agreement
Device design target for power consumption during transmitting/receiving is:
· [Device A ≤ 10 μW] or [Device A ≤ 1 μW]
· Device A ≪ Device B < Device C, or Device A ≤ Device B < Device C
· Device C ≤ 1 mW to ≤ 10 mW



The feasibility of the above power consumption values has been assessed in Section 5.1. Based on the assessment, we propose that the agreement be updated as follows:
[bookmark: _Toc136896556]Device design target for power consumption during transmitting/receiving is:
· [bookmark: _Toc136896557]Device A ≤ 10 μW
· [bookmark: _Toc136896558]Device A ≪ Device B < Device C
· [bookmark: _Toc136896559]Device C ≤ 10 mW
The power consumption targets above are “orders of magnitude lower than the existing 3GPP LPWA technologies”, including NB-IoT with reduced peak Tx power” [1]. For reference, the NB-IoT device power consumption with 0 dBm transmit power is ~400 mW for a commercially available device and ~180 mW for a pre-commercial device [15].
3.2	Device cost/complexity
RAN#99 made the following working assumption on the device complexity target:
	Working assumption
Device complexity design target is:
· Device A: Comparable to UHF RFID ISO18000-6C (EPC C1G2)
· Device A < Device B < Device C
· Device C: Orders-of-magnitude lower than NB-IoT



According to the SID, the complexity of the Ambient IoT device shall be orders of magnitude lower than NB-IoT and eMTC [1]. Within the Ambient IoT device category, large differentiation in applicable use cases and cost/complexity are needed for passive and active devices to minimize market fragmentation. Although the market potential of RFID-like passive tags (Device A) in a 3GPP system compared to a non-3GPP system is unclear, the working assumption above provide sufficient differentiation between the device categories. Therefore, we propose to confirm the working assumption from RAN#99.
[bookmark: _Toc136896560]Confirm the following working assumption from RAN#99:
· [bookmark: _Toc136896561]Device complexity design target is:
· [bookmark: _Toc136896562]Device A: Comparable to UHF RFID ISO18000-6C (EPC C1G2)
· [bookmark: _Toc136896563]Device A < Device B < Device C
· [bookmark: _Toc136896564]Device C: Orders-of-magnitude lower than NB-IoT
3.3	Coverage 
On coverage, RAN#99 has discussed the following proposals without reaching consensus:
	[bookmark: _Hlk135129461]Proposal 6-3c: Coverage design target is:
· Indoor device, and for Device A & B & C: 50 m assuming typical 3GPP inter-site distances
· Outdoor device, and for at least Device C: 500 m assuming typical 3GPP inter-site distances
· WGs would be left to refine relevant channel model(s), ISD(s), etc., as needed.

[bookmark: _Hlk135129565]Proposal 6-3c-v2: Coverage design target is:
· Devices which are indoors device, and for Device A & B & C: 50 m assuming Typical indoor 3GPP inter-site distances
· Devices which are outdoors device, and for at least Device C: 500 m assuming Typical outdoor 3GPP inter-site distances
WGs would be left to refine relevant channel model(s), ISD(s), etc., as needed.



Before agreeing on the coverage target, however, the following aspects should be considered:
· First, it should be considered whether the coverage reference points are the same for the different topologies. In our view, for topologies 1, 2, and 3, the coverage reference points should be the BS and the tag, while for Topology 4, it should be UE and the tag. 
· Second, it should be considered whether the coverage targets are the same for Device A, B, and C. In our view, RAN should have a solution-agnostic approach, i.e., for the use cases and service requirements, evaluate which solution is most feasible. Therefore, the coverage targets could be the same for all devices but could be different depending on if the device is an indoor or an outdoor scenario. 
· Third, it should be considered whether the emitter-to-tag distance for Devices A and B be part of the coverage target. We think emitter-to-tag distance is an important aspect and should either be captured as part of the target or as a metric that can be reported as part of the assessment. We have a slight preference of the latter approach. 
· Fourth, it should be considered whether the coverage target comes with certain band assumptions. Although the coverage would be different depending on the band assumptions (e.g., low bands or mid bands), it might be simpler to agree on a single target. However, the band assumptions could be reported as part of the assessment. 

Based on the above considerations, we propose the following:
[bookmark: _Toc136896565]Coverage design target is:
· [bookmark: _Toc136896566]Indoor device (for Device A & B & C): 50 m
· [bookmark: _Toc136896567]Outdoor device (for Device C): 500 m
· [bookmark: _Toc136896568]Note 1: For Topology 1 & 2 & 3, the coverage reference points are the BS and the Tag. For Topology 4, the coverage reference points are the UE and the Tag.
· [bookmark: _Toc136896569]Note 2: For Device A & B, the emitter-to-tag distance should be reported as part of the assessment.
· [bookmark: _Toc136896570]WGs can refine the target based on band assumptions, relevant channel model(s), ISD(s), etc., as needed.
3.4	User experienced data rate
RAN#99 made the following agreement on target user experienced data rate:
	Agreement:
User experienced data rate design target is, at least for the uplink:
· Maximum not less than: 5 kbps
· Minimum not less than 0.1 kbps



The feasibility of the above target is discussed in Section 5.4. 
3.5	Positioning accuracy
RAN#99 discussed the following positioning accuracy target but could not reach an agreement [5]. 
	Proposal 6-3g: Positioning accuracy design target is:
· Indoor: 3 m @ 90%
· Outdoor: several 10 m @ 90%



The above target reflects the SA1 use case requirements, and therefore, we think that the target can be adopted by RAN. The discussion on the feasibility of the target is available in Section 5.5.
[bookmark: _Toc136896571]Positioning accuracy design target is:
· [bookmark: _Toc136896572]Indoor: 3 m @ 90%
· [bookmark: _Toc136896573]Outdoor: several 10 m @ 90%
3.6	Latency
For the use cases listed in TR 22.840, the end-to-end latency can be as low as 100 ms and high as 60 s. The end-to-end latency is not a well-defined metric in RAN. In RAN, the typical latency metrics are control plane latency, user plane latency, and latency for infrequent small packets [12]. The definitions of these metrics from [12] are copied below:
	[bookmark: _Toc519780359]7.4	Control plane latency
Control plane latency refers to the time to move from a battery efficient state (e.g., IDLE) to start of continuous data transfer (e.g., ACTIVE).
[bookmark: _Toc519780360]7.5	User plane latency
The time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions, where neither device nor Base Station reception is restricted by DRX.
[bookmark: _Toc519780361]7.6	Latency for infrequent small packets
For infrequent application layer small packet/message transfer, the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most "battery efficient" state.



There needs to be further investigation on how to translate end-to-end latency requirements as in TR 22.840 to “RAN appropriate” latency targets listed above. Additionally, for devices that rely on energy harvesting, it is unclear whether/how to consider the charging duration when defining the latency targets. 
Consider the following example for illustrative purposes:
Assume Device C needs to transmit one 50-byte packet and the supported data rate of the device is 100 bps. Hence, the time to transmit one packet is 4 s. If the transmitter consumes 10 mW and the energy harvester output is 10 µW, the device needs to harvest energy for 4000 s to transmit one packet. Whether this charging duration be considered as part of the latency needs clarification. 
The above aspects merit further study, and therefore, we think that setting RAN latency target can be left to the WGs. In TR 38.848, it might be enough to capture the maximum and minimum end-to-end latency according to TR 22.840 and indicate that WGs can introduce corresponding RAN latency targets, e.g., considering the charging duration. 
[bookmark: _Toc136896531]Further investigation is needed on how to translate end-to-end latency requirements as in TR 22.840 to RAN latency targets, such as control plane latency, user plane latency, or latency for infrequent small packets. 
[bookmark: _Toc136896532]For devices that rely on energy harvesting, it is unclear whether/how to consider the charging duration when defining the latency targets. 
[bookmark: _Toc136896574]Capture in TR 38.848 the maximum and minimum end-to-end latency according to TR 22.840 and indicate that WGs can introduce corresponding RAN latency targets, e.g., considering the charging duration.
3.7	Message size
With regards to message size, the maximum is 1000 bits based on TR 22.840. Therefore, this can be adopted as the target but leaving room to RAN1 to refine the target for TB design purposes (as also suggested in [5]).
[bookmark: _Toc136896575]Maximum message size target is:
· [bookmark: _Toc136896576]Hundreds of bits, and < 1000 bits
· [bookmark: _Toc136896577]RAN1 to refine as needed e.g., for TB size design.
[bookmark: _Hlk136895468]3.8	Coexistence with existing network infrastructure
The SID has identified coexistence with network infrastructure as one of the aspects to consider for Ambient IoT.
	· Identify the suitable deployment scenarios and their characteristics, at least for the use cases/services agreed in SA1’s “Study on Ambient power-enabled internet of Things”, comprising among at least the following aspects
· […]
· Coexistence with UEs and infrastructure in frequency bands for existing 3GPP technologies




The coexistence with existing network infrastructure is key to successful deployment of any new 3GPP IoT technology. Therefore, we think that there should be a RAN design target on this aspect.  The feasibility of the target is discussed in Section 4.6.
[bookmark: _Toc129553886][bookmark: _Toc129636491][bookmark: _Toc136896578]Include coexistence with existing network infrastructure as a RAN design target. 
4	Comparison and feasibility assessment
In this section, we compare and assess the feasibility of meeting the RAN design targets described in Section 4. 
4.1	Device power consumption
To our understanding, the device power consumption target, as in Section 4.1, concerns the peak power consumption that a device may consume during transmission or reception. That is, the target concerns the power consumption of the transmitter (Tx) and receiver (Rx) chains, and not the overall power consumption of the device, which also includes the power consumed by the sensors, the micro-controller unit, the power management unit, and so on. 
For Device A, the Tx chain typically consists of a set of impedances and an RF switch (to toggle between the absorptive state and the different impendences during the reflective state). The switch is an active component, whereas the impedances are passive components. The power consumption of the switch (and therefore that of the Tx chain) is less than 1 μW. The Rx chain for Device A typically consists of a comparator and an active envelope detector which collectively consume a few μWs of power. The Device A also consists of a rectifier to harvest RF energy. The rectifiers are typically CMOS diodes with transistors or Schottky diodes and they have very lower power consumption [16]. Therefore, the power consumption target of ≤ 10 μW is feasible for Device A. However, such simple Rx chains may require special modulation techniques (e.g., those used in UHF RFID ISO 18000-6C). Further studies on the compatibility of those modulation techniques with cellular networks as well as the assumptions on continuous illumination for device A are needed. Moreover, detection techniques that would require a mixer, a local oscillator (LO), or a multi-bit ADC are not feasible for Device A as then the power consumption is expected to range in the order of tens (or even hundreds) of micro-watts. The price to pay for such low Rx power consumption is poor interference rejection, poor sensitivity of the detector, and inability to receive larger messages (e.g., for firmware update). 
Device B is similar to Device A, but it has an energy storage (e.g., a capacitor or supercapacitor) to power the Rx circuitry during reception and reflection of illuminating signals. It might also be equipped with a reflection amplifier to improve the UL coverage. Depending on the reflection gain and the amplifier technology (e.g., tunnel diodes, bipolar transistor, etc.), the DC bias power consumption could be several tens of microwatts to few hundreds of microwatts [7]. Since Device B has an energy storage, it might be possible to equip Device B with a mixer, a ring oscillator, and a multi-bit ADC to demodulate signals from the base station. The power consumption is then expected to be in the order of hundreds of micro-watts
For Device C, the Tx chain consists of DAC, filter, mixer, oscillator, and PA. The exact value of the Tx power consumption would depend on the output power from the PA, PA efficiency, type of LO (ring or PLL), and so on. For example, the Tx power consumption may exceed 3 mW if the output power is to be 0 dBm (same as Bluetooth Low Energy) with a PA efficiency of 30%. The Rx chain can be based on either homodyne or heterodyne architecture, where the main components include detector, ADC, filter, IF amplifier, mixer, LO (which is shared with the Tx chain), a detector, and in some cases, also LNA. The detector could be an active envelope detector or any other type of low-power non-coherent detector, as currently being studied in the WUR SI [6]. Depending on the carrier frequency, bandwidth, and the frequency accuracy, the power consumption of the Rx chain is expected to be in the range of 0.5 to 1 mW. Therefore, a power consumption of ≤ 10 mW is feasible for Device C.
[bookmark: _Toc136896533][bookmark: _Toc135049657]Based on the initial analysis, the following device design target for power consumption during transmitting/receiving is feasible:
· Device A ≤ 10 μW
· Device A ≪ Device B < Device C
· Device C ≤ 10 mW

[bookmark: _Toc136896579]If Ambient IoT is to be a RAN1-led SI, detailed power consumption evaluation is conducted in RAN1. RAN1 can refine the RAN power consumption target, if needed. 
4.2	Device cost/complexity
The RAN design target for device cost/complexity, as in Section 4.2, is a qualitative target rather than a quantitative one. To quantify the complexity, e.g., in terms of chip area, gate equivalent count, or modem bill-of-material [8],[9], requires extensive study and therefore not well-suited for the RAN SI. Furthermore, the complexity depends on what functionalities (e.g., as listed in Section 7.2 of [5]) are expected to be supported by the device, which has not yet been discussed. Therefore, from RAN SI point-of-view, we think it is enough to capture the target in the TR (without assessing the feasibility) and leave it to the WGs to further study the cost/complexity and refine the target, if needed. 
[bookmark: _Toc136896534]Further study in RAN1 is needed to assess the feasibility of the following device complexity design targets:
· Device A: Comparable to UHF RFID ISO18000-6C (EPC C1G2)
· Device A < Device B < Device C 
· Device C: Orders-of-magnitude lower than NB-IoT
4.3	Coverage
RAN has not agreed on assumptions that are relevant to evaluating coverage of an Ambient IoT deployment. Nevertheless, we have performed the coverage (link budget) analysis based on assumptions that we believe are reasonable. The assumptions are provided in Appendix A. 
In Table 6 to Table 9, we summarize the results of our coverage analyses for Device A, Device B, and Device C. For Device B, we consider cases with and without reflection amplifier. Furthermore, for Device B, we assume that the energy storage will help power the Rx circuitry and the reflection amplifier, and therefore, the device does not rely on RF harvesting. The Device B (without reflection amplifier) that relies on RF harvesting is expected to have similar coverage as that of Device A (and therefore not explicitly shown). 
[bookmark: _Ref129621183]Table 6: Achievable coverage for Device A for different frequencies and path-loss models.
	Frequency
	Free space
	3GPP InF-DH-NLOS [10]

	
	Emitter→Tag distance1 
	Tag→Reader distance 
	Emitter→Tag distance1 
	Tag→Reader distance 

	0.7 GHz
	5 m
	55 m
	3 m
	43 m

	2.6 GHz
	3 m
	73 m
	2 m
	54 m

	Note 1: This is the maximum emitter to tag distance, i.e., beyond this distance the received power is lower than the harvester sensitivity (activation threshold), which is insufficient to activate the tag. 



Table 7: Achievable coverage for Device B (without reflection amplifier) for different frequencies and path-loss models
	Frequency
	Free space
	3GPP InF-DH-NLOS [10]

	
	Emitter→Tag distance1, 2 
	Tag→Reader distance 
	Emitter→Tag distance1, 2 
	Tag→Reader distance 

	0.7 GHz
	5 m 
	55 m
	5 m
	26 m

	
	10 m
	27 m
	10 m 
	13 m

	
	20 m
	14 m
	20 m
	6 m

	2.6 GHz
	5 m
	44 m
	5 m 
	22 m

	
	10 m 
	22 m
	10 m
	11 m

	
	20 m
	11 m
	20 m
	5 m

	Note 1: For Device B, we assume that the energy storage will help power the Rx circuitry during reception, and therefore, the coverage is not limited by the -20 dBm harvester sensitivity.
Note 2: The Device B (without reflection amplifier) that relies on RF harvesting is expected to have similar coverage as that of Device A for the same emitter→tag distance.



[bookmark: _Ref129621409]Table 8: Achievable coverage for Device B (with reflection amplifier) for different frequencies and path-loss models
	Frequency
	Free space
	3GPP InF-DH-NLOS [10]

	
	Emitter→Tag distance1 
	Tag→Reader distance 
	Emitter→Tag distance1
	Tag→Reader distance 

	0.7 GHz
	5 m
	546 m
	5 m
	213 m

	
	10 m
	273 m
	10 m
	108 m

	
	20 m
	138 m
	20 m
	54 m

	2.6 GHz
	5 m
	439 m
	5 m
	177 m

	
	10 m 
	224 m
	10 m
	90 m

	
	20 m
	111 m
	20 m
	45 m

	Note 1: For Device B, we assume that the energy storage will help power the Rx circuitry during reception and the reflection amplifie rand therefore, the coverage is not limited by the -20 dBm harvester sensitivity.



[bookmark: _Ref129621200]Table 9: Achievable coverage for Device C for different frequencies and path-loss models
	Frequency
	Free space
	3GPP InF-DH-NLOS [10]

	
	BS→Tag distance
	Tag→BS distance (Tx power = 0 dBm)
	Tag→BS distance (Tx power = -10 dBm)
	BS→Tag distance
	Tag→BS distance (Tx power = 0 dBm)
	Tag→BS distance (Tx power = -10 dBm)

	0.7 GHz
	18.7 km
	848 m
	273 m
	4.3 km
	360 m
	141 m

	2.6 GHz
	9.38 km
	668 m
	206 m
	2.28 km
	289 m
	114 m



Based on the above tables, the following observations can be made:
[bookmark: _Toc136896535][bookmark: _Toc129636464][bookmark: _Toc129553870]For Devices A and Device B, there is strong dependency between emitter-to-tag and the tag-to-reader distance. The larger the emitter-to-tag distance for these devices, the smaller the tag-to-reader distance. 
[bookmark: _Toc136896536]Devices A and B require continuous illumination using RF signals so as to forward the data to the reader. 
[bookmark: _Toc136896537]In general, the emitter-to-tag distance limits the overall coverage for Devices A and B to very short-short range. Therefore, Devices A and B are not suitable for outdoor deployment (i.e., Deployment scenarios 2 and 4 with Topology 1).
[bookmark: _Toc136896538][bookmark: _Toc129636466]For Devices A and Device B (without reflection amplifier), the indoor device coverage target of 50 m is feasible but only when the tag is within 5 m from the emitter. For Device B (with reflection amplifier), the target is feasible even when the tag is at few tens of meters from the emitter. 
[bookmark: _Toc136896539][bookmark: _Toc129553871]For Device C, the indoor as well as outdoor device coverage targets are easily feasible even with much lower transmit power values compared to NB-IoT. 
An in-depth study is needed in the WG to assess the coverage of Ambient IoT devices under realistic operating conditions and by aligning the evaluation assumptions among companies. 
4.4	User experienced data rate
For non-full buffer traffic, user experienced data rate is the 5%-percentile (5%) of the user throughput. User throughput (during active time) is defined as the size of a burst divided by the time between the arrival of the first packet of a burst and the reception of the last packet of the burst [12].
For full buffer traffic, user experienced data rate is calculated as [12]:
user experienced data rate = 5% user spectrum efficiency × bandwidth
Clearly, system-level simulations are needed to compute the user experienced data. This is well beyond the scope of the RAN SI. In general, the user experienced data rate of an Ambient IoT device would depend on a wide range of factors such as physical layer design (coding, modulation, etc), channel bandwidth, propagation conditions (indoor or outdoor, LOS or NLOS, etc.), link direction (UL or DL), overhead (sync, pilots, etc.), proximity to the emitter (for Device A/B), tag transmit power (for Device C), and so on. 
The peak date rate is a more commonly used (and simpler) metric than user experienced data rate. Peak data rate is the highest theoretical data rate assuming error-free conditions, when all assignable radio resources for the corresponding link direction are utilised (i.e., excluding radio resources that are used for physical layer synchronisation, reference signals or pilots, guard bands and guard times) [12]. The peak data rate also depends on physical layer design and channel bandwidth but ignores other factors listed in the paragraph above. Since user experienced data rate depends on the user throughput, which is the number of correctly received bits, the peak rate needs to be higher to achieve a user experienced rate target of 5 kbps. 
For Device A/B, the values reported in [13] for various state-of-the-art backscatter communication systems indicate that the peak rate of more than 5 kbps can be achieved. However, such high peak rate would require more complex Tx/Rx components and faster processing capability at the device which further increases the power consumption. This is also evident from [13] which shows that the power consumption is in general higher (> 10 µW) for higher peak rates. Therefore, whether it is feasible to achieve the data rate target of 5 kbps under the power consumption constraint for Device A/B is unclear and needs further study. 
For Device C, assuming a channel bandwidth of one or a few PRBs and transmit power of 0 dBm, a peak rate of more than 5 kbps should be possible to achieve under the power consumption target of 10 mW.
[bookmark: _Toc136896540]Based on literature survey, a data rate of 5 kbps seems feasible for Device A/B. However, further study is needed to assess whether it is feasible to achieve this data rate target under the power consumption constraint for Device A/B.
[bookmark: _Toc136896541]For Device C, a peak rate of more than 5 kbps should be possible to achieve under the power consumption target of 10 mW.
4.5	Positioning accuracy
Localization and inventory (both of which requires positioning information) are key Ambient IoT use cases. 
For Device A, there needs to be an emitter in the vicinity to illuminate the device. More specifically, Table 6 shows that Device A needs to be within 5 m from the emitter. Therefore, the position of the device can be implicit from the coverage area of the emitter that has activated the device. This requires that the device forwards the emitter ID (or cell ID, if emitter ID = cell ID) to the reader in a bistatic backscatter system. The disadvantage is that it requires dedicated, dense, and costly deployment of emitters. Advanced positioning methods (such as enhanced cell-ID, OTDOA, or UTDOA) may not be feasible (or are very challenging) for a backscatter tag due to their limited processing capability and power consumption. Also, for a backscatter system, the link between the emitter/reader and the tag is the product of the forward link (i.e., emitter-to-tag) and the backscatter link (i.e., tag-to-reader). Such dyadic channels formed by the forward and backscatter links have significantly different fading characteristics and suffer more deeper fades than conventional wireless links [16], [17]. This makes other positioning methods than emitter ID based methods more challenging. 
Device B also suffers from similar challenges as Device A as described above. 
For Device C, advanced positioning methods should in principle be possible. However, the low channel bandwidth and low transmit power (e.g., max 0 dBm) could impact the positioning accuracy. The different connectivity topologies (Topology 1, 2, 3, or 4) might also impact the accuracy of the different methods. 
The above aspects need to be considered while assessing the feasibility of positioning accuracy targets in Section 4.5. Due to the limited time left to conclude the RAN SI, we think it is enough to capture in TR 38.848 the positioning accuracy target (clarifying that the target reflects SA1 requirement) and which positioning methods may be feasible for different devices (e.g., as in Table 10 below). 
[bookmark: _Ref136442259]Table 10: The feasibility of different 3GPP positioning methods for Device A, B, and C (assuming Topology 1).
	3GPP Positioning Method:
	Device C
	Devices A and B

	Emitter/Cell ID
	Yes
	Yes

	Enhanced Cell ID
	Yes
	No

	OTDOA
	Yes
	No

	UTDOA
	Yes
	No



[bookmark: _Toc136896542]For Devices A and B, the position of the device can be implicit from the coverage area of the emitter, but this requires dedicated, dense, and costly deployment of emitters to locate the device. 
[bookmark: _Toc136896543]For Device A and B, advanced 3GPP positioning methods (such as enhanced cell-ID, OTDOA, or UTDOA) may not be feasible, whereas they may be feasible for Device C.
For topologies not relying on a fixed deployment, for example, Topology 2, 3, or 4 with mobile UE as the intermediate node, assisting node or reader, positioning is also required for the intermediate node. 
[bookmark: _Toc136896544]For topologies not relying on a fixed deployment, for example, Topology 2, 3, or 4 with mobile UE as the intermediate node, assisting node or reader, positioning is also required for the mobile UE, in addition to the Ambient IoT device. 
[bookmark: _Toc136896580]Capture in TR 38.848 the feasibility of different 3GPP positioning methods for Device A, B, and C as in Table 10.
4.6	Coexistence with existing network infrastructure
Devices A and Device B which rely on backscattering transmission pose significantly more challenges to the existing infrastructure from coexistence perspective. Dedicated RF power transfer, e.g., using a high-power continuous wave, or multiplexing of data and power transfer could cause severe inter-band/cell interference. If power boosting would be needed to boost the signal to an Ambient IoT device, it could lead to out-of-band emissions that may be difficult to mitigate. This is especially problematic if boosting is done near the band edge. Consequently, it might not be possible to deploy Ambient IoT with existing BS hardware, for e.g., new filters may be needed in the BS. That is, it might not be possible to deploy Ambient IoT with software upgrade of existing sites, hindering the ease of network roll-out of Ambient IoT. 
Another aspect that might impact whether backscattering devices can be deployed in existing infrastructure is their capability. For example, depending on whether the device has frequency shifting capability or not (and to what extend), the BS (reader) may have to deal with different levels of interference from the carrier wave emitter. 
With Device C, it is possible to reuse existing network deployments, i.e., reuse existing network hardware and existing sites, and support Ambient IoT globally with a relatively wide-area coverage.
[bookmark: _Toc136896581]It might be difficult for Devices A and B to coexist with existing network infrastructure, whereas for Device C, it should be possible to coexist with as well as reuse existing network deployments. 
5	Conclusions and recommendations
In this section, we provide our view on conclusions and recommendations to be captured in TR 38.848 Clause 7. 
5.1	Active vs. passive devices
The most important aspect of the RAN SI is to identify if/how Ambient IoT is suitable for deployment in a 3GPP system. We elaborate on this aspect below by differentiating between passive devices (i.e., Devices A and B) and active devices (i.e., Device C).
· Coverage: The SID mandates that Ambient IoT “shall aim to provide better coverage compared to existing non-3GPP technologies for the relevant use cases” [1].  The link budget evaluation in Section 5.3 shows that a passive device must be within 5 m from an emitter to meet the potential indoor coverage target of, e.g., 50 m. This makes solutions based on passive devices effectively short-range solutions. That is, their coverage is not much better than existing non-3GPP technologies. The active devices, on the other hand, provides much better coverage than non-3GPP short-range technologies.
· Deployment cost: Dense deployments of emitters and/or readers are needed to ensure seamless coverage with passive devices. While the devices itself are cheap, the emitters and readers (e.g., BS) are often expensive. For reference, a typical UHF RFID reader costs more than US$500 [13].  A 3GPP RFID alternative can be expected to cost even more. This is prohibitively high CAPEX for many use cases. With active devices, however, there is possibility to reuse existing network deployments. That is, with a reuse of existing network hardware and existing sites, a relatively wide-area coverage can be supported at a low overall cost compared to passive devices.
· Non-3GPP alternatives: The short-range non-3GPP competitive solutions today typically operate in unlicensed bands. Furthermore, a very similar IEEE study entitled ‘AMP IoT’ was finalized in March and address the passive devices in unlicensed bands. Due to their operation in unlicensed bands, the non-3GPP short-range solutions have the benefit of lower OPEX for the customers. It is unclear why customers would adopt a 3GPP short-range solution providing little to no additional benefit. The competitive advantage of a 3GPP solution is the longer range and the possibility of more ubiquitous coverage stemming from licensed operation. This is possible only with active devices. 
· Market prospects: As highlighted in Section 2.1, the passive devices are not suitable for deployment in outdoor scenarios. These devices are also not feasible for use cases with DO-DOA traffic. This precludes the majority of the representative use cases listed in TR 38.848 Table 4.1-1. Considering also that there are non-3GPP backscattering solutions addressing similar use cases as that of passive solution, they are expected to have much smaller market compared to active solution.

[bookmark: _Toc136420118][bookmark: _Toc136896545]The passive solution (corresponding to Devices A and B) is a short-range solution, and the benefit of a 3GPP solution for short-range is unclear compared to non-3GPP alternatives.
[bookmark: _Toc136896546]The active solution (corresponding to Device C) provides much better coverage than non-3GPP short-range solutions.
[bookmark: _Toc136420119][bookmark: _Toc136896547]The IEEE ‘AMP IoT’ study, which is very similar to 3GPP ‘Ambient IoT’ and targets a solution in unlicensed bands including passive devices, was finalized in March.
[bookmark: _Toc136420122][bookmark: _Toc136896548]3GPP’s competitive advantage is longer-range solutions with ubiquitous coverage within licensed frequency bands, providing outdoor coverage reusing existing NW deployment.
[bookmark: _Toc136896549]Passive solution is expected to have higher overall deployment cost and smaller market compared to active solution.

Taking the above factors into consideration, we propose the following:
[bookmark: _Toc136896582]Capture in TR 38.848 that potential RAN1-led study item in Rel-19 should focus on active solution (corresponding to Device C). The passive solution (corresponding to Devices A and B) is not considered in the study item.  
[bookmark: _Toc136896583]Capture in TR 38.848 that potential RAN1-led study item in Rel-19 should prioritize operation in licensed band. 
5.2	On connectivity topologies and deployment scenarios
One of the limitations of RFID as captured in the SID is as follows [1]: 
	However, the limited reading range of a few meters usually requires handheld scanning which leads to labor intensive and time-consuming operations, or RFID portals/gates which leads to costly deployments. 



The BS-free Ambient IoT deployment corresponding to Topology 4 and Deployment scenarios 3 and 5 is expected to have a similar limitation. That is, using mobile UE as an RFID-reader to read tags as in the BS-free deployment would require a mobile UE to be in the vicinity (i.e., within 5 m) of an Ambient IoT device. This is very restrictive and in practice nothing would be gained in terms of manual labour or time consumption if an employee must walk around with a UE.  Furthermore, the BS-free deployment is not expected to provide any value to communication service providers and should not be handled in 3GPP. 
[bookmark: _Toc136896584]The BS-free topology (corresponding to Topology 4 and deployment scenarios 3 and 5) is not recommended by RAN for further study in the RAN1-led study item in Rel-19. 
5.3	CN connection
Several of the SA1 use cases mention functionality with CN impact: authentication, initial registration, security, etc. CN functions allow for registration, maintenance, charging/billing of devices, security, downlink reachability, roaming, etc. This is believed to be an advantage compared to non-3GPP solutions. The Ambient-IoT SID [1] contains the following statement regarding CN impact:
	NOTE: The study shall not prioritize deployment aspects that should be coordinated with SA, e.g., public or private network, with or without CN connection.



RAN1 and RAN4 work is largely agnostic of the CN impact, but for RAN2 and RAN3 considering “with or without CN connection” would effectively double the work since both tracks must be investigated. SA2 conducted both a study and normative work on the impact on CN functionality for NB-IoT (see Cellular IoT and NB-IoT in [14]), and the impact from Ambient IoT would be expected to be even larger. Therefore, a SA2 study for the support of Ambient IoT would be required in our view.
[bookmark: _Toc136420115][bookmark: _Toc136896585]If Ambient IoT is to be a RAN1-led study item in Rel-19, send LS to SA about the need for a SA2 study on Ambient IoT.
[bookmark: _Toc136896586]If Ambient IoT is to be a RAN1-led study item in Rel-19, only solutions with connectivity to CN is studied. 
6	Conclusions
In the previous sections we made the following observations: 

Observation 1	Due to their limited coverage, Devices A and B may not be suitable for outdoor deployment scenarios (i.e., Deployment scenarios 2, 4, and 5)
Observation 2	Only DO device-terminated triggered (DO-DTT) traffic but not DO device-originated autonomous (DO-DOA) traffic is feasible for Devices A and B.
Observation 3	There is no need to agree on specific E1 and E2 values during the RAN SI. It is enough to agree on the design targets for power consumption, data rate, and message size.
Observation 4	Further investigation is needed on how to translate end-to-end latency requirements as in TR 22.840 to RAN latency targets, such as control plane latency, user plane latency, or latency for infrequent small packets.
Observation 5	For devices that rely on energy harvesting, it is unclear whether/how to consider the charging duration when defining the latency targets.
Observation 6	Based on the initial analysis, the following device design target for power consumption during transmitting/receiving is feasible:
Observation 7	Further study in RAN1 is needed to assess the feasibility of the following device complexity design targets:
Observation 8	For Devices A and Device B, there is strong dependency between emitter-to-tag and the tag-to-reader distance. The larger the emitter-to-tag distance for these devices, the smaller the tag-to-reader distance.
Observation 9	Devices A and B require continuous illumination using RF signals so as to forward the data to the reader.
Observation 10	In general, the emitter-to-tag distance limits the overall coverage for Devices A and B to very short-short range. Therefore, Devices A and B are not suitable for outdoor deployment (i.e., Deployment scenarios 2 and 4 with Topology 1).
Observation 11	For Devices A and Device B (without reflection amplifier), the indoor device coverage target of 50 m is feasible but only when the tag is within 5 m from the emitter. For Device B (with reflection amplifier), the target is feasible even when the tag is at few tens of meters from the emitter.
Observation 12	For Device C, the indoor as well as outdoor device coverage targets are easily feasible even with much lower transmit power values compared to NB-IoT.
Observation 13	Based on literature survey, a data rate of 5 kbps seems feasible for Device A/B. However, further study is needed to assess whether it is feasible to achieve this data rate target under the power consumption constraint for Device A/B.
Observation 14	For Device C, a peak rate of more than 5 kbps should be possible to achieve under the power consumption target of 10 mW.
Observation 15	For Devices A and B, the position of the device can be implicit from the coverage area of the emitter, but this requires dedicated, dense, and costly deployment of emitters to locate the device.
Observation 16	For Device A and B, advanced 3GPP positioning methods (such as enhanced cell-ID, OTDOA, or UTDOA) may not be feasible, whereas they may be feasible for Device C.
Observation 17	For topologies not relying on a fixed deployment, for example, Topology 2, 3, or 4 with mobile UE as the intermediate node, assisting node or reader, positioning is also required for the mobile UE, in addition to the Ambient IoT device.
Observation 18	The passive solution (corresponding to Devices A and B) is a short-range solution, and the benefit of a 3GPP solution for short-range is unclear compared to non-3GPP alternatives.
Observation 19	The active solution (corresponding to Device C) provides much better coverage than non-3GPP short-range solutions.
Observation 20	The IEEE ‘AMP IoT’ study, which is very similar to 3GPP ‘Ambient IoT’ and targets a solution in unlicensed bands including passive devices, was finalized in March.
Observation 21	3GPP’s competitive advantage is longer-range solutions with ubiquitous coverage within licensed frequency bands, providing outdoor coverage reusing existing NW deployment.
Observation 22	Passive solution is expected to have higher overall deployment cost and smaller market compared to active solution.

Based on the discussion in the previous sections we propose the following:

Proposal 1	Capture Table 2 to Table 5 corresponding to Deployment scenario 2 to Deployment scenario 5 in TR 38.848.
Proposal 2	Capture in TR 38.848 that DO device-originated autonomous (DO-DOA) traffic may not be feasible for Devices A and B.
Proposal 3	Capture in TR 38.848 that Devices A and B may not be suitable for outdoor deployment scenarios (i.e., Deployment scenarios 2, 4, and 5).
Proposal 4	Capture in TR 38.848 that for deployments and topologies not relying on fixed network deployment, for example, Topology 2, 3, or 4 with mobile UE as the intermediate node, assisting node or reader, service assurance is not guaranteed.
Proposal 5	TR 38.848 captures energy storage levels as:
Proposal 6	UL-only devices are not considered as part of the RAN SI.
Proposal 7	Device design target for power consumption during transmitting/receiving is:
· Device A ≤ 10 μW
· Device A ≪ Device B < Device C
· Device C ≤ 10 mW
Proposal 8	Confirm the following working assumption from RAN#99:
· Device complexity design target is:
o  Device A: Comparable to UHF RFID ISO18000-6C (EPC C1G2)
o  Device A < Device B < Device C
o  Device C: Orders-of-magnitude lower than NB-IoT
Proposal 9	Coverage design target is:
· Indoor device (for Device A & B & C): 50 m
· Outdoor device (for Device C): 500 m
· Note 1: For Topology 1 & 2 & 3, the coverage reference points are the BS and the Tag. For Topology 4, the coverage reference points are the UE and the Tag.
· Note 2: For Device A & B, the emitter-to-tag distance should be reported as part of the assessment.
· WGs can refine the target based on band assumptions, relevant channel model(s), ISD(s), etc., as needed.
Proposal 10	Positioning accuracy design target is:
· Indoor: 3 m @ 90%
· Outdoor: several 10 m @ 90%
Proposal 11	Capture in TR 38.848 the maximum and minimum end-to-end latency according to TR 22.840 and indicate that WGs can introduce corresponding RAN latency targets, e.g., considering the charging duration.
Proposal 12	Maximum message size target is:
· Hundreds of bits, and < 1000 bits
· RAN1 to refine as needed e.g., for TB size design.
Proposal 13	Include coexistence with existing network infrastructure as a RAN design target.
Proposal 14	If Ambient IoT is to be a RAN1-led SI, detailed power consumption evaluation is conducted in RAN1. RAN1 can refine the RAN power consumption target, if needed.
Proposal 15	Capture in TR 38.848 the feasibility of different 3GPP positioning methods for Device A, B, and C as in Table 10.
Proposal 16	It might be difficult for Devices A and B to coexist with existing network infrastructure, whereas for Device C, it should be possible to coexist with as well as reuse existing network deployments.
Proposal 17	Capture in TR 38.848 that potential RAN1-led study item in Rel-19 should focus on active solution (corresponding to Device C). The passive solution (corresponding to Devices A and B) is not considered in the study item.
Proposal 18	Capture in TR 38.848 that potential RAN1-led study item in Rel-19 should prioritize operation in licensed band.
Proposal 19	The BS-free topology (corresponding to Topology 4 and deployment scenarios 3 and 5) is not recommended by RAN for further study in the RAN1-led study item in Rel-19.
Proposal 20	If Ambient IoT is to be a RAN1-led study item in Rel-19, send LS to SA about the need for a SA2 study on Ambient IoT.
Proposal 21	If Ambient IoT is to be a RAN1-led study item in Rel-19, only solutions with connectivity to CN is studied.
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Appendix
Assumptions used for generating results in Table 6 to Table 8 is shown in the table below. The methodology used for link budget analysis is based on [11].
	Parameters
	For 0.7 GHz band
	For 2.6 GHz band

	Transmit power from the emitter
	30 dBm
	26 dBm

	Antenna gains at the emitter, tag, and reader
	13, -3, 13 dBi
	22, -3, 22 dBi

	Total loss (feeder loss, cable loss, body loss, circuit loss, etc.) at the emitter, tag and reader
	3, 0, 3 dB
	3, 0, 3 dB

	Fade margin for the forward (DL) and the backscattering (UL) links
	10, 5 (bistatic) 
 for k=3 dB
	10, 8 (bistatic) for k = 3 dB

	Polarization mismatch for the forward (DL) and the backscattering (UL) links
	-3, -3 dB
	-3, -3 dB

	On object penalty, power transmission coefficient, modulation factor
	0.8, 0, -6 dB for cardboard
	0.8, 0, -6 dB for carboard

	Interference from emitter to reader
	0
	0

	Rx sensitivity at the reader
	-92 dBm
	-92 dBm

	Harvester sensitivity (Device A)
	-20 dBm
	-20 dBm

	Reflection amplifier gain (Device B)
	20 dB
	20 dB



Assumptions used for generating results in Table 9 is shown below.
	Parameters 
	For 0.7 GHz band
	For 2.6 GHz band 

	Transmit power from the base station (DL)
	30 dBm 
	26 dBm 

	Antenna gains at the base station and the device
	13, -3 dBi 
	22, -3 dBi 

	Total loss (feeder loss, cable loss, body loss, circuit loss, etc.) at the base station and the device 
	3, 0 dB  
	3, 0 dB 

	Fade margin for both DL and UL 
	10 for k = 3 dB  
	10 for k = 3 dB 

	Polarization mismatch for both DL and UL
	-3 dB 
	-3 dB 

	On object penalty
	0.8 for cardboard 
	0.8 for carboard 

	Rx sensitivity at the base station 
	-92 dBm 
	-92 dBm 

	Transmit power from the device (UL)
	0, -10 dBm 
	0, -10 dBm

	Rx sensitivity at the device 
	-92 dBm
	-92 dBm



For Device C, it is assumed that the energy available at the device is greater than the energy consumed during UL transmission, and thus, DL and UL coverage calculations are decoupled. It is also assumed that the available energy at the device is sufficient to enable the DL receiver. 

	4/4	
