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GCR correlation in the BSC
1 Introduction
In the Technical Report (TR) for LCLS, ref [1], the MSC servers define and negotiate a unique Call Identifier for the call, which is then known to all nodes in the routing path. It seems necessary that this Call Identifier is globally unique, i.e. across all network boundaries. Such a unique Call Identifier is specified in ITU-T Q.1902 series, called "Global Call Reference" (GCR). 
The MSC servers inform the BSC of the GCR identity on each call-leg in ASSIGNMENT REQUEST and HANDOVER REQUEST messages. At reception of the ASSIGNMENT REQUEST message (or HANDOVER REQUEST message), the BSC correlates the GCR parameter for this particular call-leg with earlier received GCR parameters of other call-legs. If two call-legs are found to have the same GCR parameter value, then the BSC knows that both call-legs belong to the same call, i.e. the call originates and terminates within the same BSS, hence the call is a candidate for LCLS.
However, there is a concern within some companies that this option will add substantial load to the BSC when correlating the GCR parameters for the two call-legs. They have therefore proposed that the MSCs should determine whether both call-legs are served by the same BSS, and if so, the MSC should indicate to the BSC that correlation is required. Otherwise, if the call-legs are not served by the same BSS, the correlation could be skipped and thus effort could be saved in the BSC.
Note: The GCR parameter must always be sent to the BSC for each call-leg to allow for subsequent changes at the other end of the call.
Such a procedure would require additional processing within the MSCs and additional core network signalling. Besides, the TR further indicates that in some cases the MSC could not know accurately whether the call-legs are actually served by the same BSS or not, i.e. the MSC may send inaccurate requests to the BSC. The details and impacts to support such signalling are under the remit of CT4. However, since the sole purpose of such Core Network impacts is to address concerns regarding BSS load, it should be GERAN2 responsibility to assess whether there is a real problem within the BSS to perform these correlations.
This paper therefore evaluates the mechanism for a possible correlation algorithm and the expected additional load to the BSC.
In order to assess the impacts to the load in the BSC a comparison must be made against the processing required to handle a call-leg without GCR check compared to one with GCR check.
2 Global Call Reference
The proposed Global Call Reference (GCR) parameter is specified in ITU-T Q.1902 series. The maximum length of the GCR parameter proposed by the Technical Report, including the length indicators, is 13 octets but the actual number of octets to be correlated is at the most 10.
The GCR parameter consists of:

-
The Network ID with a variable length of 3 – 5 octets

-
Node ID with a fixed length of 2 octets, allowing up to 65536 MSC's in the network
-
Call Reference ID with a fixed length of 3 octets, covering up to more than 16 Million calls (per MSC)
The complete layout of the GCR parameter is shown in Figure 1 below.
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Figure 1: Parameter layout of the ITU-T-specified Global Call Reference
3 Call Identity correlation
3.1 General
Even with a GCR parameter consisting of 8 octets of identifiers (which is the lowest amount of identifiers in the GCR parameter according to Figure 1 above), the number of possibly combinations will be considerably high (in the range above 1019).

With such as high number of combinations of the GCR parameter, a linear search mechanism such as search trees or any other table lookup structure is not really suitable. This kind of search method would probably have a bad impact to the accumulated processor load in the BSC. On the other hand the maximum number of simultaneously served call-legs within a BSC is typically far less in practice.
3.2 Hash table usage

A more efficient way to map a large number of identifiers to associated values is to use a so called hash table or a hash map, e.g. [2]. This type of search mechanism is particularly efficient when the maximum number of entries (here: the maximum number of simultaneous call-legs) can be predicted in advance.
A hash table is a data structure that utilizes a hash function to map certain identities or keys to associated values. The hash function is used to transform the identifier (in this case the GCR parameter) into an index (e.g. a 16 bit value) of an array element. In the array element, the complete GCR parameter may be stored together with other necessary data for the particular call leg.
Based on the estimation for the number of new CPU instructions in the hash function, assuming a linked list of maximum 5 records per index, multiplied by the known BSC CPU execution time per CPU instruction, calculations have shown that the BSC CPU execution time for each originating or terminating call-leg setup and release will increase by no greater than 0.33 % (compared to the legacy BSC CPU execution time for an originating or terminating call-leg setup and release) when storing and correlating the full GCR parameter value although using a not fully optimized hash table algorithm.
The BSC CPU execution time for the call-leg setup and call-leg release procedures is calculated from the reception of the Channel Request message on Abis, until the call is cleared in the BSC. It shall be noted that only CPU execution time for processing of the call-leg setup and call-leg release procedures is included in this calculation, i.e. the CPU execution time does not include the time in which the BSC is waiting for a response from e.g. the mobile or the MSC, and the BSC is not processing any code related to the call-leg setup or call-leg release procedures.

For an incoming Handover the BSC CPU execution time increase is estimated to be no greater than 0.5 %.
Since the additional load is calculated as the CPU execution time required for the hash-function, the additional load per call-leg is independent of the actual traffic model.
With these figures the total call handing load of the accumulated BSC traffic load (based on a traffic model commonly used within the company) will increase with approximately 0.12 % and the total Handover load with approximately 0.02 % of the accumulated BSC traffic load. Also the impacts from call release and outgoing Handovers (look up and deletion of GCR parameter value) have been considered in the above percentage values.
It shall be noted that overall BSC traffic load accommodates for all tasks related to traffic handling in the BSC and hence not only call setup and/or handover.

These figures may of course differ depending on the selected architecture of the BSC. The result presented above is based on a centralized processor unit performing the complete correlation. However if distributed processor units are performing the same task, our estimation shows that the traffic load impact due to the GCR check will decrease with at least a factor of 10.
It shall also be noted that due to the use of a hash function the additional load per call-leg (figures presented above) is independent of the size of the BSC or number of active calls, i.e. whatever traffic model is used.
4 Conclusion

This paper compares the expected increase of CPU execution time, due to the use of the hash function for the call-leg correlation of the GCR parameter, to the already known legacy CPU execution time for call-leg setup and release.
Calculations have shown that the usage of commonly known hash functions and hash algorithms for correlation of information like the GCR parameter are efficient in terms of low processor load.
The sourcing companies believe that the expected load in the BSC will be well within acceptable limits if the call-leg correlation is based on a hash table algorithm. The proposal of triggering the call-leg correlation in the BSC when deemed reasonable for the MSC(s), without the MSC checking that both call-legs are served by the same BSS, is therefore acceptable from GERAN perspective.
GERAN2 should therefore indicate to CT4 that there is no requirement from GERAN2 to implement additional signalling and checks within the core network for the purpose to determine whether the call-legs are served by the same BSS or not.
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